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1 Introduction

To date, accurately representing the Antarctic sea ice in 
climate models is still a scientific challenge. CMIP5 cou-
pled models fail to capture the slight increase in ice extent 
observed over the last decades (Turner et al. 2013), and they 
do not simulate properly the mean state and variability of the 
ice cover (Zunz et al. 2013; Shu et al. 2015). Ocean-sea ice 
models forced by atmospheric reanalyses also present large 
biases, for instance in ice motion (Massonnet et al. 2011; 
Uotila et al. 2014; Lecomte et al. 2016). Yet, the sea ice 
plays a central role in the dynamics of the Southern Ocean, 
which is itself a key player in the global climate system, 
being a sink for anthropogenic carbon and uptaking a large 
part of the heat trapped because of the increase in green-
house gas concentrations in the atmosphere. Improvements 
are therefore required in models not only to better under-
stand the ongoing changes in Antarctic sea ice (Hobbs et al. 
2016), but also to produce more reliable climate projections 
(e.g., Bracegirdle et al. 2015).

However, identifying the reasons behind the improper 
representation of Antarctic sea ice in current models is 
not straightforward. Earlier studies have highlighted that 
the quality of simulations in the Southern Ocean is less 
impacted by sea ice model physics (Massonnet et al. 2011; 
Uotila et al. 2017) or parameters (Uotila et al. 2012) than in 
the Arctic. Indeed, the mostly seasonal and divergent nature 
of the Antarctic ice pack makes it more dependent on the 
atmospheric and oceanic forcings. Improving our under-
standing of the influence of these forcings on the simulated 
sea ice should ultimately help to pave the way towards more 
skillful models.

In polar regions, an invaluable source of information 
about the state of the atmosphere is supplied by reanalyses. 
Using data assimilation to constrain atmospheric models, 
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they provide the long-term and spatially-complete forcing 
fields that are needed to drive ocean-sea ice models. These 
can then be used to study sea ice processes in a simpler mod-
eling context than with fully coupled systems. Nevertheless, 
the sparsity of data at high latitudes implies large uncer-
tainties in the reanalyses, especially in the Antarctic (e.g., 
Bromwich et al. 2007; Wang et al. 2016). Over the season-
ally ice-covered Southern Ocean, the lack of observations 
available for assimilation is even more pronounced. This 
results in significant biases in the reanalyses, although the 
evaluation of the latter against independent datasets is diffi-
cult and often restricted to limited areas and periods (Vihma 
et al. 2002; Vancoppenolle et al. 2011; Jones et al. 2016).

The sensitivity of ocean-sea ice models to atmospheric 
forcing inaccuracies has been addressed in previous stud-
ies. Hunke and Holland (2007) have shown that, when 
forced by datasets sharing many similarities, simulations of 
the Arctic sea ice nevertheless presented clear differences, 
most notably in ice thickness and ocean circulation. Lindsay 
et al. (2014) have also demonstrated that forcing an Arctic 
ocean-sea ice model with different atmospheric reanalyses 
led to varying agreements with existing ice thickness obser-
vations and to changes in the modeled long-term trend in 
total ice volume. Chaudhuri et al. (2016) have quantified the 
differences in ocean model simulations due to atmospheric 
uncertainties, and they have shown that these differences 
were substantial for cryospheric surface variables mainly in 
the marginal ice zones.

In this work, our objective is to assess specifically the 
sensitivity of Antarctic sea ice simulations to uncertainties 
in the atmospheric forcing. We do not aim directly at evalu-
ating the reanalyses against independent observations, but 
rather to determine to which extent sea ice biases in the 
mean state of forced models can be attributed to inaccurate 
forcing fields. The results allow to identify the aspects of 
Southern Ocean sea ice simulations that can be improved 
thanks to better drivers, and those that require efforts in 
other directions, such as developments of the sea ice model 
physics or enhancements of the ocean model performance. 
To fulfill this goal, the global ocean-sea ice model NEMO-
LIM is driven by three atmospheric reanalyses, the differ-
ences between the simulations are thoroughly analyzed and 
the results are compared to observational datasets. We go 
beyond the simple comparison between model variables and 
observations by making use of ice concentration budgets, 
which allow us to gain insights into the processes driving the 
seasonal evolution of the sea ice cover in each simulation.

This paper is organized as follows. The model setup is 
presented in Sect. 2, including descriptions of NEMO-LIM 
and of the three atmospheric reanalyses used. Observational 
data utilized to evaluate model outputs are documented in 
Sect. 3. Our results are then described and discussed in 

Sect. 4, while a summary of our findings and concluding 
remarks are finally given in Sect. 5.

2  Model setup

2.1  Ocean‑sea ice model NEMO‑LIM

The present study is conducted using version 3.6 of the state-
of-the-art ocean modeling framework NEMO (Nucleus for 
European Modelling of the Ocean, Madec 2008). It includes 
a finite-difference, hydrostatic, free-surface, primitive-equa-
tion ocean model, which is coupled to the dynamic-thermo-
dynamic sea ice model LIM3.6 (Louvain-la-Neuve sea Ice 
Model, Rousset et al. 2015) to form the NEMO-LIM system.

LIM incorporates an ice thickness distribution (ITD), 
which represents the subgrid-scale heterogeneity of ice 
thickness, enthalpy and salinity, and an advanced halody-
namics scheme, which makes the sea ice salinity variable 
in space and in time (Vancoppenolle et al. 2009). The ice 
dynamics are computed based on an elastic–viscous–plastic 
rheology formulated on a C-grid (Bouillon et al. 2013). The 
ice-ocean coupling is extensively described in Barthélemy 
et al. (2016a). Turbulent vertical mixing in the ocean is 
handled with the so-called TKE scheme (Blanke and Dele-
cluse 1993). Static instabilities are removed thanks to an 
enhanced vertical diffusion scheme. The parameterization 
of mesoscale eddies follows Gent and Mcwilliams (1990).

2.2  Atmospheric forcing sets

This study makes use of three different atmospheric reanaly-
sis products. The first two reanalyses (DFS5.2 and JRA-55, 
see below) are utilized within the CORE forcing formulation 
of NEMO-LIM, in which the ocean surface boundary condi-
tions are computed on the basis of bulk formulae developed 
by Large and Yeager (2004). The required atmospheric fields 
are the air temperature, the specific humidity, the zonal and 
meridional components of the wind, the incoming longwave 
and shortwave radiations, and the total and solid precipita-
tion rates.

The DRAKKAR Forcing Set version 5.2 (DFS5.2, Dus-
sin et al. 2016) is based on the ERA-Interim reanalysis 
over 1979–2015. An extension based on ERA-40 exists 
for the period 1958–1978. The spatial resolution is close 
to 0.7◦, or 80 km. A number of corrections to the original 
fields are implemented in order to improve their agree-
ment with observational datasets (Brodeau et al. 2010). 
For instance, a warm bias of ERA-Interim at high southern 
latitudes is reduced through a cooling increasing by 0.13 ◦

C per degree of latitude between 60 and 75◦S, which yields 
a correction of 2 ◦C at 75◦S. Air temperature, humidity and 
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wind are provided at a 3-hourly frequency, while radiation 
and precipitation have a daily frequency.

The Japanese 55-year Reanalysis (JRA-55, Kobayashi 
et al. 2015) is produced with the Japan Meteorological 
Agency operational system as of December 2009. It covers 
the period 1958–2015. A sophisticated four-dimensional 
variational data assimilation method and a high spatial res-
olution are used. The TL319L60 model grid corresponds 
to a horizontal resolution of approximately 60 km. All 
forcing fields are available at a 3-hourly frequency.

A second forcing formulation, called CLIO, is based 
on simpler bulk formulae introduced by Goosse (1997). 
The air temperature, the specific humidity, the zonal and 
meridional components of the wind stress, the wind speed, 
the cloud cover and the total precipitation are needed as 
input fields. The radiative fluxes are derived from the cloud 
cover. In the present work, we use the National Centers 
for Environmental Prediction/National Center for Atmos-
pheric Research Reanalysis 1 (NCEP/NCAR, Kalnay et al. 
1996) with this CLIO formulation. This reanalysis is pro-
duced with a frozen global data assimilation system from 
January 1995. It covers the period 1948 to the present and 
is updated daily. Its horizontal resolution is T62, which 
is around 210 km. In our simulations forced with NCEP/
NCAR, the fields that we use from the reanalysis are air 
temperature and winds, at a daily frequency. The wind 
speeds are converted into wind stresses using a quadratic 
bulk formula with a constant drag coefficient of 1 × 10−3. 
Since humidity, cloudiness and precipitation are of ques-
tionable reliability in the NCEP/NCAR reanalysis, these 
fields are extracted from monthly climatologies (Trenberth 
et al. 1989; Berliand and Strokina 1980; Large and Yeager 
2004, respectively) and interpolated in time between the 
monthly values. This formulation and the selected clima-
tological fields are identical to the ones used in many past 
simulations with NEMO-LIM, allowing a comparison with 
previous studies (e.g., Vancoppenolle et al. 2009; Masson-
net et al. 2011; Barthélemy et al. 2016a; Lecomte et al. 
2016).

In the following, the three atmospheric forcing sets are 
simply referred to as DFS, JRA and NCEP. Table 1 sum-
marizes their characteristics.

2.3  Experimental design

Three NEMO-LIM global ocean-sea ice experiments are 
conducted, which differ only by their atmospheric forcing. 
Their names correspond to those of the forcing sets. For con-
sistency, all simulations start in January 1958, when the data 
from DFS and JRA become available. They are initialized 
at rest with temperature and salinity fields from the World 
Ocean Atlas 2013 climatology (WOA13, Locarnini et al. 
2013; Zweng et al. 2013). At initialization, regions where the 
sea surface temperature is within 2 ◦C of the freezing point 
are covered with ice with a concentration of 0.9, a thickness 
of 1 m and a salinity of 6.3 g/kg, and capped with a 0.3 m 
snow layer. The simulations are run until December 2015. 
Unless otherwise stated, their results are analyzed over the 
30 year period from 1985 to 2014. A time span of 30 years 
is typical for climate studies, and we choose 2014 as the end 
year because the sea ice concentration observations that we 
use only exist until April 2015 (see Sect. 3). The relatively 
short spinup is sufficient for the sea ice and upper ocean to 
be close to equilibrium. It is likely not the case for the deep 
ocean, which will not be studied here.

The time step of the ocean model is equal to 1 h, but the 
surface boundary condition module, which includes the sea 
ice computations, is called every six time steps. The ITD in 
LIM is discretized into five thickness categories. North of 
60◦S, river runoff rates are derived from the climatological 
dataset of Dai and Trenberth (2002). Around Antarctica, the 
freshwater input of continental origin is made of two compo-
nents. First, prescribed meltwater fluxes from ice shelves are 
discharged along the coastline into the ocean over spatially-
varying depth ranges, following Depoorter et al. (2013). Sec-
ond, the climatological freshwater flux from icebergs melt of 
Merino et al. (2016) is added at the surface of the Southern 
Ocean. In order to avoid spurious model drifts, a sea surface 

Table 1  Characteristics of the three atmospheric forcing sets used in this study

The climatological fields indicated for NCEP are not derived from the NCEP/NCAR reanalysis itself (see text for details)

Forcing set DFS JRA NCEP

Atmospheric reanalysis DFS5.2 (ERA-Interim/40) JRA-55 NCEP/NCAR
NEMO-LIM forcing formulation CORE CORE CLIO
Horizontal resolution 80 km 60 km 210 km
Period 1958–2015 1958–present 1948–present
Frequency of temp. and wind data 3 h 3 h 1 day
Frequency of humidity data 3 h 3 h Climatological
Frequency of radiation and precip. data 1 day 3 h Climatological
References Dussin et al. (2016) Kobayashi et al. (2015) Kalnay et al. (1996)
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salinity restoring towards the WOA13 climatology (Zweng 
et al. 2013) is activated, with a time scale of 310 days for a 
50 m mixed layer. It is however damped under sea ice pro-
portionally to the concentration, in order to avoid altering 
the simulated ice–ocean interactions.

Both ocean and sea ice models are run on the eORCA1 
grid, which is similar to the quasi-isotropic global tripo-
lar grid ORCA1 traditionally used with NEMO (Madec 
and Imbard 1996). The slight changes aim at allowing the 
simulation of Antarctic under-ice shelf seas, which are not 
implemented in this study. The grid has a nominal resolution 
of 1◦ in the zonal direction. The vertical discretization in the 
ocean is based on a partial step z coordinate. The 75 layers 
increase non-uniformly in thickness from 1 m at the surface 
to 10 m at 100 m depth, and reach 200 m at the bottom. 
The ocean vertical resolution is significantly finer than in 
earlier studies with the same model (e.g., Barthélemy et al. 
2016a). The effects of this modification are discussed in an 
“Appendix” to this paper.

3  Observational datasets

In this section, we describe the observations that are used to 
assess our model results and to put the differences between 
the experiments in perspective.

First, sea ice concentrations are obtained from version 
1.2 of the EUMETSAT Ocean and Sea Ice Satellite Appli-
cation Facility climate data record (OSISAF, EUMETSAT 
2015). This reprocessed dataset covers the period October 
1978 to April 2015. Ice concentrations are computed from 
atmospherically corrected passive microwave brightness 
temperatures from SMMR, SSM/I and SSMIS sensors, using 
a combination of state-of-the-art algorithms and dynamic 
tie-points (Tonboe et al. 2016), whose good performance 
has been acknowledged by Ivanova et al. (2015). The data 
are interpolated on the eORCA1 grid and monthly means are 
computed to facilitate the comparison with model outputs. 
In order to take observational uncertainties into account, 
the Antarctic sea ice extent values reported in the NSIDC 
Sea Ice Index (Fetterer et al. 2016) have also been retrieved. 
Covering the period 1978 to the present, they are derived 
from ice concentrations calculated thanks to the NASA 
Team algorithm (Cavalieri et al. 1996).

Uncertainties in sea ice drift observations are much larger 
than for concentration. Therefore, we also make use of two 
different products to evaluate the modeled ice speeds. The 
first is the Polar Pathfinder Daily 25 km EASE-Grid satel-
lite dataset (Fowler et al. 2013) and the second is the one 
obtained from the Advanced Microwave Scanning Radiome-
ter-Earth Observing System (AMSR-E, Kimura et al. 2013). 
As noted by Lecomte et al. (2016), the speeds in the second 
product are on average around 0.03 m s−1 larger than in the 

first, with the most pronounced differences occurring in the 
Weddell, Indian and Pacific free drift regions of the South-
ern Ocean. Evidence exists that the Fowler et al. (2013) data 
might be too slow (Heil et al. 2001).

4  Results and discussion

4.1  Sea ice concentration and extent

The mean seasonal cycles of Antarctic sea ice extent are 
shown in Fig. 1. While all experiments with different forc-
ings overestimate the ice extent at the beginning of the 

Fig. 1  Mean seasonal cycles of Antarctic sea ice extent (top) and 
volume (bottom), over 1985–2014, in the OSISAF (EUMETSAT 
2015) and Sea Ice Index (Fetterer et al. 2016) observational products 
and in the different experiments. Experiment LVR is discussed in the 
“Appendix”
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melting season, and while they remain close to each other 
until December, large differences appear in January and per-
sist during summer. The two sets of observations that we use 
show an uncertainty of about 0.5 × 106 km2 at the February 
minimum. DFS provides the closest match with both the 
OSISAF and Sea Ice Index extents, NCEP and JRA being 
approximately 1 × 106 km2 above and below the DFS value, 
respectively.

In February, the Weddell Sea is the area where most of 
the remnant Antarctic sea ice lies. Thus, it is also where the 
simulated spatial distributions of ice concentration differ the 
most, between the model and the observations and between 
the simulations (Fig. 2). At the summer minimum in this 
region, ice is essentially confined in the western half of the 
Weddell Sea where it extends up to the northern tip of the 
Antarctic Peninsula. Ice does not extend as far north in the 
model, and experiments DFS and NCEP keep too much ice 
in the eastern Weddell Sea and along the coast of Dronning 
Maud Land. The three simulations share many similari-
ties in the rest of the Southern Ocean. They lack the small 
patches of remnant ice along the coast of East Antarctica, 
perhaps as a result of the low resolution which prevents an 
accurate representation of the coastline. The opening of the 
Ross Sea polynya is reasonably well represented, with only 
a slight overestimation of the ice cover in this area. Finally, 

simulated ice concentrations are lower than observed in the 
Amundsen sea.

The differences in total sea ice extent between the 
experiments are particularly small during the ice expan-
sion season (Fig. 1). All of them reach a maximum extent 
close to 21 ×  106  km2 in September, which is around 
2 × 106 km2 above the observed values. The distributions 
of sea ice concentration at the September maximum, dis-
played in Fig. 3, show that the overestimation of ice extent 
is widespread. The only region where the ice concentration 
in experiment DFS is lower than observed is around 140◦

Fig. 2  February sea ice concentrations, averaged over 1985–2014, 
in the OSISAF observational product (EUMETSAT 2015) and in the 
different experiments

Fig. 3  September sea ice concentrations, averaged over 1985–2014, 
in the OSISAF observational product (EUMETSAT 2015), in experi-
ment DFS and differences DFS-OSISAF, JRA-DFS and NCEP-DFS
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W. Regardless of the forcing used to drive the model, the 
simulated sea ice concentrations are too high in coastal 
areas where polynyas exist in reality (e.g., Nihashi and 
Ohshima 2015). This discrepancy could be explained by 
an inadequate representation of coastal winds, in particu-
lar katabatic winds, in the low resolution atmospheric 
reanalyses used here (Stössel et al. 2011). Moreover, ice 
concentrations are overestimated by up to 10 % within the 
Antarctic sea ice pack. This issue was present in previous 
model versions as well (e.g., Vancoppenolle et al. 2009). 
It is sometimes mitigated by imposing an ad hoc maximum 
ice concentration, but this parameter has been kept at a 
high value of 99.9 % in this study.

As a result of the constantly high winter sea ice concen-
trations in the model, the differences induced by the forc-
ing appear exclusively along the ice edge. Experiment JRA 
is similar to DFS, showing only weak changes in concen-
tration, with the exception of a more pronounced decrease 
in the Bellingshausen Sea. NCEP differs more clearly from 
DFS. A dipole structure connects lower ice concentrations 
in the Ross and Amundsen Seas with higher ones in the 
Bellingshausen Sea. Between these two simulations, the 
other stark contrast is the larger sea ice extent from 90 to 
180◦E in NCEP.

Although our focus is mostly on the representation of 
the mean state of Antarctic sea ice, Table 2 gives some 
insight into the long-term trends and interannual vari-
ability of ice extent. The OSISAF (Sea Ice Index) dataset 
yields a positive trend in extent of 27 × 103 km2 year−1 
(28 × 103 km2 year−1). The simulated trends vary from 
21 × 103 km2 year−1 in NCEP to 48 × 103 km2 year−1 in 
DFS, in spite of the fact that the atmospheric forcings are 
produced with the observed sea ice concentration fields as 
boundary condition. This demonstrates the importance of 
the forcing uncertainties in setting the long-term evolution 
of Antarctic sea ice. On the other hand, the model over-
estimates the summer variability for all forcings, while 
the magnitude of the winter variability is comparable to 
available observational estimates. Overall, the interannual 
variability is better represented than in CMIP5 coupled 
models (Zunz et al. 2013), which is expected for a forced 
model setup like ours.

4.2  Sea ice drift and wind stress

Recent studies have highlighted the role played by surface 
winds in the Antarctic sea ice dynamics, and have examined 
how this relates to the trends and biases in ice concentra-
tion (Holland and Kwok 2012; Uotila et al. 2014; Lecomte 
et al. 2016). Before looking at more advanced diagnostics, 
Fig. 4 shows the mean seasonal cycles of ice speed and of 
the norm of the wind stress, which is directly related to the 
wind speed by a quadratic bulk formula. The spatial aver-
ages for each month are computed in the area where the sea 
ice concentration is above 15 % in all simulations, to avoid 
displaying differences caused by an averaging over different 
regions in the three experiments. For the speed, the averag-
ing is further restricted to the area where data are available 
in both observational products.

Both the sea ice speed and the wind stress peak in August 
and have their minimum close to the sea ice minimum in 
February. The link between the atmospheric dynamics and 
the ice speed is obvious all year long: with the strongest 
(weakest) winds, JRA (NCEP) presents the fastest (slow-
est) ice drift. The small gap between the DFS and JRA ice 
speeds between August and January can be explained by the 
higher ice thicknesses in the latter experiment during this 
period (see Figs. 1, 11), which tend to slow down the ice. 
Observational estimates of sea ice drift show large uncer-
tainties, the Fowler et al. (2013) speeds being on average 
0.03 m s−1 lower than the ones from Kimura et al. (2013). 
The best agreement with observations, especially those of 
Kimura et al. (2013), is obtained with experiment NCEP, 
which however slightly underestimates the amplitude of the 
seasonal cycle. While the latter is reasonably well repre-
sented in DFS and JRA, the ice speed in these experiments 
is between 0.03 and 0.06 m s−1 higher than in the Kimura 
et al. (2013) dataset.

4.3  Sea ice concentration budget

To gain a deeper understanding of the drivers of the sea-
sonal development of Antarctic sea ice in the different 
simulations, we use online model diagnostics that split 
the total ice concentration changes at each time step into 

Table 2  Antarctic sea 
ice trends and interannual 
variability over 1985–2014 
in the OSISAF (EUMETSAT 
2015) and Sea Ice Index 
(Fetterer et al. 2016) 
observational products and in 
the different experiments

The variability is computed as the standard deviation of the detrended anomalies

Observations/experiment OSISAF Sea Ice Index DFS JRA NCEP

Trend extent (103 km2 year−1) + 27 + 28 + 48 + 33 + 21
Feb. extent variability (106 km2) 0.44 0.41 0.70 0.66 0.91
Sep. extent variability (106 km2) 0.51 0.36 0.31 0.29 0.40
Trend volume (km3 year−1) – – + 36 + 50 + 40
Feb. volume variability (103 km3) – – 0.60 0.84 0.84
Sep. volume variability (103 km3) – – 0.69 0.87 0.63
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dynamic and thermodynamic components. The general 
principle is close to the ice concentration budget devel-
oped by Holland and Kwok (2012), and applied to model 
results by Uotila et al. (2014) and Lecomte et al. (2016). 
The Holland and Kwok (2012) budget is designed for 
comparison with observations, which are not available 
during the ice melting season. While our online diagnos-
tics cannot be evaluated against observational estimates, 
they can be analyzed in all seasons and have the further 
advantage to be computed during the simulation on the 
model grid, which allows a finer intercomparison between 
the experiments.

In our diagnostics of the sea ice concentration budget, the 
dynamic term includes the changes in concentration related 
to ice motion (advection and convergence/divergence) and 
mechanical redistribution (rafting and ridging). The fore-
most contributor to the thermodynamic term is the forma-
tion of new ice in open water. Bottom growth, bottom melt, 
surface melt and snow ice formation are vertical processes 
that have a direct impact on sea ice thickness. Since they 
also indirectly influence the total sea ice concentration, they 
contribute to the thermodynamic component of the budget as 
well. The ice concentration budget diagnostics are presented 
in Figs. 5 and 8, which show their spatial distributions, and 
in Table 3, which contains spatial averages in two selected 
domains. The first one corresponds to the ice pack interior, 
excluding ice edge areas. The second domain corresponds 
to coastal regions, defined as the grid cells located less than 
25 km away from the coastline. Except for the northern tip 
of the Antarctic Peninsula, it is entirely included in the first 
domain.

The period chosen to examine the winter concentration 
changes runs from March to August, as these are the months 
during which the ice expands. The results presented in Fig. 5 
and Table 3 for experiment DFS demonstrate two clear con-
nections between dynamic and thermodynamic processes. 
First, within the sea ice pack, the thermodynamic expansion 
is tightly linked to the dynamics. In all regions but along 
the sea ice edge, the latter tend to lower the concentration 
through divergence, advection or mechanical deforma-
tion, which maintains open waters allowing heat losses to 
the atmosphere and seawater freezing. The dynamic trends 
are especially negative along the continent and are higher 
around West Antarctica. The dynamic decreases in sea ice 
concentration are balanced by thermodynamic growth, 
yielding a total change equal to 5.6 × 10−3 day−1 in regions 
where the concentration rises from 0 to a value close to 1 in 
6 months. The second link is visible along the sea ice edge. 
There, advection tends to increase the ice concentration at 
lower latitudes, but this is mitigated by melt which occurs 
because ice is not thermodynamically sustainable in these 
warmer regions. These two connections are clearly visible in 

Fig. 4  Mean seasonal cycles of Antarctic sea ice speed in the Kimura 
et  al. (2013) and Fowler et  al. (2013) observational products and in 
the different experiments (top), and of the norm of the wind stress in 
the different experiments (bottom). The temporal mean is computed 
over 1985–2014 for the model simulations and over 2003–2010 for 
the observations, which corresponds to the period when the Kimura 
et al. (2013) product is available. Using the same period for the model 
experiments barely affects the diagnostics. For each month, the spa-
tial average is computed in the area where the sea ice concentration is 
above 15 % in all simulations and, for the speed, where observations 
are available
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the ice concentration budgets derived from observations as 
well (Holland and Kwok 2012; Holland and Kimura 2016).

Figure 5 also presents, for the diagnostics introduced 
above, the differences JRA-DFS and NCEP-DFS. These dif-
ferences can be interpreted in light of Figs. 6 and 7, show-
ing respectively the 2 m air temperature in the atmospheric 
reanalyses and the components of the wind stress over ice 
in the different experiments, averaged over the same time 
frame as the one used in Fig. 5. The stress components are 
computed from the wind vectors using a quadratic bulk for-
mula with a constant drag coefficient of 1.4 × 10−3. The ice 
velocity is not taken into account in the parameterization, 

so that the stresses can be used in both ice-covered and ice-
free areas as a proxy for wind components. For experiments 
JRA and NCEP, within the ice pack, the differences in total 
ice concentration change with respect to DFS are explained 
by the fact that all experiments reach a concentration close 
to 1 in winter, while starting from distinct summer minima. 
Along the ice edge, the differences in concentration trends 
between March and August perfectly match the differences 
in ice concentration in September (Fig. 3).

As seen in Fig. 5, the lower concentrations in JRA com-
pared to DFS along the sea ice edge in the Bellingshausen 
Sea mostly arise from reduced thermodynamic growth, 

Fig. 5  Antarctic sea ice concentration budgets derived from online 
model diagnostics, averaged over March–August 1985–2014, in 
experiment DFS and differences JRA-DFS and NCEP-DFS. TOT, 
DYN and THD stand for the total concentration change, its dynamic 

part and its thermodynamic part, respectively. In the difference pan-
els, red (blue) areas indicate stronger (weaker) ice concentration 
gains. The black line in the upper left panel delineates the interior 
domain over which spatial averages are computed in Table 3



On the sensitivity of Antarctic sea ice model biases to atmospheric forcing uncertainties  

1 3

itself caused by slightly higher temperatures in this particu-
lar area during the ice expansion season (Fig. 6). Within 
the ice pack, since winter concentrations are always close 
to 1 in the model, the changes in the dynamics likely drive 
those in thermodynamics. Relative to DFS, stronger north-
easterly winds along the coast of East Antarctica in JRA 
(Fig. 7) cause an increased dynamic reduction of the ice 
concentration (and an associated enhanced thermodynamic 
expansion) in a very narrow band along the continent. This 
band is barely visible in Fig. 5, but the effect is clear in the 
coastal averages listed in Table 3. Furthermore, this effect is 
reversed in a broader band further offshore. In the rest of the 
Antarctic sea ice zone, compensations exist between more 
negative dynamic trends and more positive thermodynamic 
trends. The faster drift in JRA is probably responsible for the 
larger dynamic reductions of ice concentrations.

Similar compensations exist for experiment NCEP com-
pared to DFS, opposite in sign and stronger in magnitude 
(Fig. 5). Because of weaker winds, the sea ice cover is 
less dynamic in NCEP, which creates less open waters and 
thereby reduces the freezing rates in most regions in spite of 
much lower temperatures (Fig. 6). The signature of stronger 
coastal offshore winds is apparent too (Table 3). Along the 
ice edge, dynamic processes seem responsible for the larger 
ice extent between 90 to 180◦E in NCEP. Winds indeed have 
a stronger northward component in this area (Fig. 7), favor-
ing the advection of ice towards lower latitudes. Around 
West Antarctica, the difference pattern at the ice edge 
between DFS and NCEP is consistent with the one caused 
by changes in the Southern Annular Mode (SAM). Positive 
phases of this mode of atmospheric variability are associ-
ated with stronger westerlies around Antarctica and with a 
deeper Amundsen Sea Low (ASL). This deepening results in 

a dipolar regional sea ice response with little effects on the 
total extent (e.g., Lefebvre et al. 2004; Lefebvre and Goosse 
2005; Turner et al. 2016). In the Ross and Amundsen sec-
tors, stronger cold southerly winds lead to ice expansion in 
this area, from both dynamic and thermodynamic processes. 
On the eastern flank of the ASL, in the Bellingshausen and 
Weddell seas, the westerlies are deflected southeastwards, 
advecting warm air and compacting the ice cover around 
the Antarctic Peninsula. Our results, showing weaker west-
erlies and weaker southerly winds in the Ross Sea in NCEP 
(Fig. 7), point towards a difference between NCEP and DFS 
that has an effect similar to that of a negative phase of the 
SAM. The diagnostics in Fig. 5 further indicate that a com-
bination of both dynamics and thermodynamics is needed 
to explain the ice concentration differences in the Ross, 
Amundsen and Bellingshausen sectors.

As mentioned above, the sea ice concentration budget 
based on the model diagnostics can also be examined in 
summer. The results are displayed in Fig. 8. The average 
is computed over the melting season going from October 
to January. In DFS, at the position of the maximum sea ice 
edge, the increase in concentration induced by dynamics 
is canceled by intense melting, as in winter. Within the ice 
zone, dynamic and thermodynamic contributions are both 
negative (Table 3), except along the coasts where freezing 
still occurs on average during this period.

The differences between the experiments can be linked to 
the differences in summer air temperatures (Fig. 6) and wind 
stresses (Fig. 9). Along the winter ice edge, the patterns of 
difference in total concentration changes directly reflect the 
distinct maximum extents in each simulation. Indeed, areas 
with larger September sea ice concentrations compared to 
DFS have a more negative total concentration change, and 

Table 3  Spatial averages of 
Antarctic sea ice concentration 
budgets derived from online 
model diagnostics (Figs. 5, 8), 
forcing air temperatures (Fig. 6) 
and wind stresses over ice 
(Figs. 7, 9), over March–August 
(MAMJJA) and October–
January (ONDJ) 1985–2014

TOT, DYN and THD stand for the total concentration change, its dynamic part and its thermodynamic part, 
respectively. The spatial averaging is computed over an interior domain delineated on the upper left panel 
of Fig. 5, and over a coastal domain corresponding to the grid cells located at less than 25 km of the coast-
line (usually just one cell). The numbers in parentheses correspond to the differences with respect to DFS

Experiment TOT DYN THD Temperature Wind stress
(10−3 day−1) (10−3 day−1) (10−3 day−1) (◦C) (N m−2)

Interior—MAMJJA
 DFS 4.2 − 8.5 12.6 − 12.8 0.064
 JRA 4.5 (+ 0.4) − 10.5 (− 2.1) 15.0 (+ 2.4) − 14.5 (− 1.7) 0.081 (+ 0.017)
 NCEP 4.0 (− 0.2) − 6.4 (+ 2.1) 10.4 (− 2.3) − 15.8 (− 3.0) 0.054 (− 0.010)

Coast—MAMJJA
 DFS 3.3 − 39.9 43.2 − 15.0 0.081
 JRA 3.1 (− 0.2) − 57.6 (− 17.8) 60.7 (+ 17.5) − 17.7 (− 2.6) 0.128 (+ 0.047)
 NCEP 2.1 (− 1.2) − 47.0 (− 7.1) 49.1 (+ 5.9) − 19.6 (− 4.6) 0.095 (+ 0.014)

Interior—ONDJ
 DFS − 6.2 − 4.6 − 1.6 − 5.7 0.046
 JRA − 7.0 (− 0.8) − 5.2 (− 0.6) − 1.8 (− 0.2) − 5.6 (+ 0.0) 0.057 (+ 0.011)
 NCEP − 5.7 (+ 0.5) − 3.3 (+ 1.3) − 2.4 (− 0.8) − 5.2 (+ 0.5) 0.034 (− 0.012)
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conversely, since these areas become ice-free in all simula-
tions at the end of the melting season. On the other hand, in 
interior sectors southward of the winter sea ice edge, they 
are indicative of the processes by which each experiment 
reaches its minimum extent.

In JRA, the larger summer ice losses can be attributed 
to increased local ice melt, corresponding to more negative 
thermodynamic concentration trends. The differences with 
respect to DFS are the largest in regions centered around 
the Greenwich meridian. They appear to be caused by more 
elevated temperatures in this area. In NCEP, higher summer-
time temperatures increase the thermodynamic sea ice losses 
in most interior sectors but the Weddell Sea. This is bal-
anced by reduced dynamic decreases of the ice concentration 

(Table 3). In the Weddell Sea, the larger sea ice extent seems 
to be the result of thermodynamic processes, which however 
cannot be explained by temperature differences. Thicker ice 
in NCEP compared to DFS (see Sect. 4.5) might be the rea-
son why the ice retreat is slower in this region. An examina-
tion of the ITD in a box located between 20 and 50◦W and 
64 and 69◦S shows that 49 % (76 %) of the ice lies in the 
first two categories (i.e. with thicknesses below 1.13 m) in 
NCEP (DFS). The decrease in ice concentration for a given 
amount of basal melting is therefore more limited in NCEP 
compared to DFS. Finally, in the coastal area close to 45◦

E, dynamics are dominant in the ice concentration budget, 
with weaker easterly winds reducing the offshore export of 
ice there.

Fig. 6  Air temperatures in the atmospheric reanalyses used to drive 
the ocean–sea ice model, averaged over March–August (MAMJJA, 
left) and October–January (ONDJ, right) 1985–2014, for DFS and 
differences JRA-DFS and NCEP-DFS

Fig. 7  Zonal (left) and meridional (right) components of the wind 
stress over ice, averaged over March–August 1985–2014, in experi-
ment DFS and differences JRA-DFS and NCEP-DFS
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Our results show that the differences in summer ice loss 
between the experiments are mostly explained by thermody-
namic processes. In that respect, they are in line with those 
of Holland and Kimura (2016) based on observations, who 
had demonstrated the high importance of melt in the spring 
sea ice retreat.

4.4  Comparison with observed sea ice concentration 
budget

In the previous section, we have utilized the ice concentra-
tion budget derived from online diagnostics to examine in 

detail the changes between the experiments with different 
atmospheric forcings. Here, we apply the budget proposed 
by Holland and Kwok (2012) to compare the wintertime 
expansion of sea ice in simulations with observations. 
Although the main principle is similar, the decomposition 
of the ice concentration changes differs.

Following Holland and Kwok (2012), the evolution of the 
ice concentration A can be written as:

(1)
�A

�t
= −� · ∇A − A∇ · � + (f − r)

Fig. 8  Antarctic sea ice concentration budgets derived from online 
model diagnostics, averaged over October–January 1985–2014, in 
experiment DFS and differences JRA-DFS and NCEP-DFS. TOT, 
DYN and THD stand for the total concentration change, its dynamic 

part and its thermodynamic part, respectively. In the difference pan-
els, blue (red) areas indicate stronger (weaker) ice concentration 
losses
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where � is the ice velocity, f the change in concentration 
from freezing or melting, and r the one induced by mechan-
ical redistribution processes such as rafting and ridging. 
These processes thicken the ice at the expense of its area. 
The above equation separates the total change in sea ice 
concentration into the three terms in the right-hand side: 
the advection, the divergence, and the thermodynamics and 
mechanical redistribution. The observed budget is derived 
from daily satellite products for A and �, with the last term 
being computed as a residual, and is integrated over the 
period from April to October between 1992 and 2010. The 
simulated budget is calculated in a consistent way from 
model outputs. More details on the computations can be 
found in Lecomte et al. (2016).

It must be noted that the large uncertainties in satellite 
ice motion products (illustrated by the differences between 
the Kimura et al. (2013) and Fowler et al. (2013) datasets 
in Fig. 4 for instance) do have a substantial impact on the 
observed ice concentration budget. Using the ice speeds 
from Kimura et al. (2013) in the budget computation gives 
results that are in good agreement with those of Holland 
and Kwok (2012), which are based on an ice motion data-
set that is not yet publicly available (Holland and Kimura 
2016). By contrast, an analysis based on the relatively slow 
ice speeds of Fowler et al. (2013) would give results that 
are significantly different (Lecomte et al. 2016). Since the 
Fowler et al. (2013) data have been reported to be too slow 
(Heil et al. 2001), we have greater confidence in the budget 
computed by Holland and Kwok (2012). These uncertainties 
should nonetheless be kept in mind in the following analysis.

The observed budget presented in Fig. 10 confirms that 
freezing (included in the residual component) within the 
ice pack is mostly driven by its divergence, and that the 
advection of ice is compensated by melt at lower latitudes. 
Qualitatively, these features are also found in the concentra-
tion budget of experiment DFS. The total change in con-
centration is however larger at the ice cover periphery in 
DFS than in the observations, which is consistent with the 
overestimation of the winter extent in this simulation. Part 
of this bias can be attributed to an excessive advection of 
ice towards lower latitudes along the ice edge, which is only 
partly counterbalanced by thermodynamic melt. While the 
model overestimates the ice divergence in a narrow band 
along the coast of East Antarctica, it presents three large 
areas of spurious convergence centered around 30◦E, 120◦

E and 100◦W. A lack of divergence and a too strong advec-
tion are visible in forced and coupled simulations with other 
models as well (Uotila et al. 2014; Lecomte et al. 2016).

In spite of substantial differences in ice speed, the sea ice 
concentration budgets for JRA and NCEP are similar to the 
one of experiment DFS, and the inconsistencies with the 
observed budget described above are also valid for these 
simulations (not shown). In particular, the slower ice drift in 
NCEP, which seems to agree better with observational esti-
mates than DFS, is not clearly associated with an improved 
representation of the advection term. This suggests that the 
positive bias in advection in the model might be caused, at 
least partly, by the overall overestimation of ice concentra-
tion which is present in all simulations. Additionally, the 
lack of divergence in the central ice pack is found in all 
experiments. It is largest in JRA, even though this forcing 
yields the highest sea ice speeds. Table 4 lists root-mean-
square errors between observed and simulated ice concen-
tration budgets. Although the errors for the three budget 
components are slightly lower for DFS, they remain large 
in all cases and are only moderately influenced by changes 
of atmospheric forcing. By contrast, the impacts of using 

Fig. 9  Zonal (left) and meridional (right) components of the wind 
stress over ice, averaged over October–January 1985–2014, in experi-
ment DFS and differences JRA-DFS and NCEP-DFS
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different models were larger in the studies of Uotila et al. 
(2014) and Lecomte et al. (2016). Hence, this suggests that 
factors other than the forcing, such as the model physics, 
may have a greater importance for the simulated sea ice con-
centration budget in winter.

4.5  Sea ice thickness and volume

So far, we have analyzed the effects of the atmospheric forc-
ings on the horizontal distribution of sea ice. Their impacts 
on the ice thickness are also critical, since the changes in sea 
ice volume determine the thermohaline fluxes to the ocean. 
The differences between the experiments that we describe in 
this section actually result in differences in salt and freshwa-
ter sea ice-ocean exchanges (not shown). The oceanic heat 
flux to the ice base differ by as much as 10 W m−2 between 
the simulations during the winter season. Mixed layer depths 
show some sensitivity to the atmospheric forcing as well, 
especially along the continent. Links between the changes 
in these diagnostics are however not clear, and they do not 
explain the simulated ice differences in a convincing way. 

Fig. 10  Antarctic sea ice concentration budget, averaged over April–
October 1992–2010, from the observational data of Holland and 
Kwok (2012) (top) and as computed from experiment DFS (middle). 
The mean April–October ice concentration difference (∫ �A

�t
dt) dis-

played on the left is split into changes due to advection (−∫ � ⋅ ∇Adt; 
red (blue) represents a local import (export) of sea ice), divergence 

(−∫ A∇ ⋅ � dt; red (blue) represents a convergence and closing (diver-
gence and opening) of the sea ice cover) and residual thermodynamic 
changes and mechanical redistribution (∫ (f − r) dt; red (blue) repre-
sents an increase (decrease) in sea ice concentration related to these 
processes). The difference between DFS and the observations is also 
shown (bottom)

Table 4  Root-mean-square error between observed (Holland and 
Kwok 2012) and simulated sea ice concentration budgets in the dif-
ferent experiments, over April–October 1992–2010

Experiment DFS JRA NCEP

Conc. difference (%) 24 21 24
Advection (%) 38 46 49
Divergence (%) 66 85 75
Residual (%) 65 76 73
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We conclude that, in our experiments, although the forcing 
does induce changes in the ocean structure, the impacts of 
these changes on the simulated sea ice can be considered 
second order effects compared to the direct influence of the 
forcing on the ice.

As seen in Fig. 1, large differences exist between the 
experiments with the three forcing sets in terms of total 
sea ice volume. At the seasonal maximum in October, JRA 
(DFS) has the highest (lowest) volume at 20 × 103 km3 
(around 16 × 103 km3). The larger volume in JRA compared 
to DFS can be attributed to lower air temperatures (Fig. 6). 
In February, the JRA volume is 0.5 × 103 km3 smaller than 
DFS, which is consistent with higher summer temperatures 
and with a smaller minimum extent. The behavior of experi-
ment NCEP cannot be completely explained by the forcing 
temperatures. In spite of being the coldest during the win-
tertime, locally more than 5 ◦C colder than DFS, its maxi-
mum ice volume is smaller than JRA, with a value around 
17 × 103 km3. The slow dynamics of the NCEP sea ice, 
which have visible impacts on the winter ice concentration 
budget, also limit the volume of ice produced during the 
cold season. Nevertheless, the maximum volume is around 
2 × 103 km3 larger than in DFS, and it remains so during the 
whole year, notwithstanding higher summer temperatures.

For comparison, the total Antarctic sea ice volume in a 
reanalysis (Massonnet et al. 2013) and in satellite estimates 
(Kurtz and Markus 2012) varies between 2 and 10 × 103 km3 
and 3 and 11 × 103 km3, respectively. Our model thus seems 
to significantly overestimate the winter volume, regard-
less of the forcing used. In terms of long-term evolution, 
all of our simulations appear compatible with the trend of 
+ 36 ± 34 km3 year−1 obtained for the period 1980–2008 by 
Massonnet et al. (2013).

The spatial distributions of winter sea ice thickness are 
shown in Fig. 11. As expected for the differences in vol-
ume, ice is thicker almost everywhere in JRA and NCEP 
compared to DFS. On average in the areas where the sea 
ice concentration exceeds 15 %, the September thickness is 
0.86, 0.79 and 0.69 m in JRA, NCEP and DFS, respectively. 
The depth of snow on top of the ice differs between the 
simulations (not shown), but it does not explain the thick-
ness difference patterns, neither through an insulating effect 
that would reduce the ice thickening, nor through the forma-
tion of snow ice that would enhance it. More generally, the 
differences in thickness between the experiments cannot be 
explained by changes in just one of the various processes 
through which new ice volume is formed, namely freezing 
in open waters, bottom growth, creation of porous ridges and 
snow ice formation. They rather result from a combination 
of simultaneous changes in several of these processes.

Nonetheless, a striking difference between the DFS/JRA 
and NCEP experiments is the position of the ice thickness 
maximum in the Weddell Sea. In DFS and JRA, the thickest 

ice is found along the Ronne Ice Shelf and along the coast 
of the Antarctic Peninsula, with only the southwestern 
corner of the Weddell Sea showing thinner ice because of 
strong offshore winds (e.g., Haid et al. 2015). In experi-
ment NCEP, thick ice is pushed away from the peninsula 
by winds with a spurious westerly component (Fig. 12), 
blowing from March to October. This gives rise to an ice 
thickness pattern that is not consistent with observations 
(Timmermann et al. 2004; Worby et al. 2008). Simulated 

Fig. 11  September sea ice thicknesses, averaged over 1985–2014, 
in the different experiments. The average sea ice thickness over the 
whole grid cell, or the sea ice volume per unit area, is actually plot-
ted. Ice 1 m thick at 50 % concentration would hence appear as 0.5 m 
thick in the figure

Fig. 12  September wind stresses over ice around the Antarctic Pen-
insula, averaged over 1985–2014, in the different experiments. Vec-
tors are drawn at every four grid points
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winds on the eastern side of the Antarctic Peninsula indeed 
clearly depend on the representation of its orography, 
which is poor in NCEP because of its low resolution. On 
the contrary, the local southerly winds resulting from the 
blocking effect of the peninsula mountain range, known 
as barrier winds, are more accurately resolved in higher 
resolution forcings such as DFS and JRA (Stössel et al. 
2011; Haid et al. 2015). These forcings therefore provide 
a notable improvement in the simulated ice thickness pat-
terns in the Weddell Sea, although the thickest ice should 
extend even further north to be in line with observations 
from upward looking sonars (Timmermann et al. 2005).

5  Conclusions

The objective of this study was to examine how biases in 
Antarctic sea ice simulations relate to atmospheric forc-
ing uncertainties. To this end, the ocean-sea ice model 
NEMO-LIM has been driven by forcing sets derived from 
three atmospheric reanalyses. While DFS and JRA share 
several similarities, we also used the NCEP reanaly-
sis, which has a much coarser horizontal resolution and 
which is used with a different forcing formulation. The 
three products differ substantially from one another in the 
Southern Ocean area in terms of both dynamics and ther-
modynamics, as seen from the large differences in their 
surface winds and temperatures.

Our results suggest that forcing adjustments suffice in 
improving some of the model biases, while solving other 
issues in the representation of the Antarctic sea ice would 
require further changes to the modeling system. More specif-
ically, in NEMO-LIM, the atmospheric forcing has a strong 
influence on:

• the speed of the summertime sea ice retreat, the mini-
mum ice extent and the spatial distribution of ice at the 
minimum extent;

• the sea ice drift speeds, which clearly depend on the 
winds used to drive the model;

• the total sea ice volume and the spatial patterns of ice 
thickness.

We note that the high ice thickness sensitivity is in line with 
the results obtained by Hunke and Holland (2007) and Lind-
say et al. (2014) for the Arctic. On the contrary, the atmos-
pheric forcing has little impact on:

• the maximum sea ice extent, although there are small 
regional changes in the position of the winter ice edge;

• the winter sea ice concentrations within the ice pack, which 
are consistently overestimated compared to observations.

The larger model sensitivity to the atmospheric forcing dur-
ing the melt season than during the growth season (espe-
cially in terms of ice concentration and extent) contrasts with 
the results of Schroeter et al. (2017), who showed that the 
atmospheric influence on Antarctic sea ice is stronger dur-
ing its expansion than during its retreat. The fact that they 
examined interannual variability in coupled models, while 
we focus on the mean state in a forced model, might explain 
why we obtain distinct conclusions.

The ice distribution at the February minimum and the 
seasonal cycle of ice speeds are best represented with 
JRA and NCEP, respectively. Nevertheless, DFS provides 
the smallest overestimation of the winter ice volume with 
respect to available estimates, a realistic ice thickness pattern 
close to the Antarctic Peninsula and a slightly better agree-
ment with the observed ice concentration budget of Holland 
and Kwok (2012).

Furthermore, the examination of sea ice concentration 
budgets has led to two outcomes. First, online diagnostics 
have allowed a deeper understanding of the processes lead-
ing to differences between the experiments. During the ice 
expansion period and in the ice pack interior, thermodynam-
ics tend to compensate the changes that would be caused by 
dynamics. Along the ice edge, processes of both types are 
needed to explain the regional differences between the simu-
lations. The melting season is characterized by a greater role 
of thermodynamics. Second, we have confirmed the results 
of Uotila et al. (2014), namely that current models show 
significant deviations from the observed ice concentration 
budget. Large compensations exist between the different 
terms, and our work indicates that the atmospheric forcing 
has a limited impact on these biases.

Lecomte et al. (2016) suggested analyzing Antarctic sea 
ice concentration budgets for simulations using different 
atmospheric forcings or different model physics. We hypoth-
esize that the importance of physics might be greater than 
previously acknowledged. Indeed, although earlier studies 
concluded that upgrading a sea ice model do not enhance 
its skill in the Antarctic, large changes are actually induced 
by such modifications (Massonnet et al. 2011; Uotila et al. 
2017). The lack of improvement in skill might be the result 
of focusing model developments on processes having more 
impacts on ice types encountered in the Arctic. The forma-
tion of frazil, ice pancakes and snow ice, for instance, are 
more prevalent in the Southern Ocean and are currently not 
adequately represented in models. Among the most promis-
ing prospects for a better simulation of ice dynamics, the 
rheology presumably comes first. Recently developed sea ice 
rheologies are more skillful in representing ice deformation 
(e.g., Tsamados et al. 2013; Dansereau et al. 2016). New 
parameterizations of the drag coefficients based on the ice 
morphology (e.g., Lüpkes et al. 2012; Tsamados et al. 2014) 
could then be exploited to their best advantage to improve 
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the simulated ice drift, which would impact the associated 
terms of the ice concentration budget.

Finally, the importance of the performance of the ocean 
model in dictating the evolution of Antarctic sea ice cannot 
be understated. This is exemplified by the discussion of the 
effects of vertical resolution changes in the “Appendix”. In 
addition, we have noticed that the atmospheric forcing has 
an influence on the under-ice ocean properties. Although 
these oceanic changes appear as second order processes as 
far as the sea ice simulation is concerned, a targeted exami-
nation of the forcing effects on the Southern Ocean structure 
and dynamics would be valuable.
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Appendix: Ocean vertical resolution

As noted in Sect. 2.3, the vertical resolution of the ocean 
in the present model configuration is higher than in most 
previous studies. Usually, the ORCA1 grid has indeed been 
used with 46 layers, whose thicknesses range from 6 m at 
the surface to 20  at 100 m depth, and to 250 m for the bot-
tommost layer. For comparison, at the same depths, the layer 
thicknesses in the eORCA1 grid with 75 levels are 1, 10 
and 200 m. In this appendix, we examine the effects of this 
change. To this end, an additional experiment is conducted, 
named LVR. It is the exact equivalent of DFS except for its 
lower vertical resolution.

As seen in Fig. 1, changing the ocean model vertical reso-
lution has a negligible effect on the summer Antarctic sea 
ice extent. Regional differences in ice concentration between 
experiments LVR and DFS actually exist during the melting 
season, but they are small and they compensate each other 
in the total sea ice extent. By contrast, the latter is clearly 
reduced during the expansion period, by up to 2 × 106 km2, 
even though the ocean-sea ice model is used in forced mode. 
The strongest decrease in ice concentration takes place close 
to 130◦W (Fig. 13), a region where DFS already underesti-
mated the sea ice area compared to observations. Further-
more, concentrations are lower inside the ice pack in LVR, 
but they remain nevertheless higher than satellite estimates.

In spite of a smaller extent, the sea ice volume in experi-
ment LVR is larger than in DFS (Fig. 1). The difference 
peaks at 3 × 103 km3 in October, and a fraction of it persists 
throughout the year. It is related to an ice thickening of up 
to a few tens of centimeters in LVR, in most regions but the 
southern and southwestern parts of the Weddell Sea, where 
a slight thinning occurs (Fig. 13).

These changes between the simulations with different 
vertical resolutions are explained by how the model han-
dles new ice formation in open waters. In conditions of ice 
growth, the open water heat loss to the atmosphere is split 
into two parts (Barthélemy et al. 2016a). The first one is 
used to lower the temperature of the top oceanic grid cell 
to the freezing point. The remaining heat loss must then be 
compensated by latent heat released by seawater freezing, 
which is associated with expansion of ice in the open water 
fraction of the grid cell. The thickness of the first ocean layer 
being 1 m in DFS and 6 m in LVR, at equivalent ocean tem-
perature, more energy is needed in LVR to cool the surface 
down to the freezing point, and less energy is left for sea ice 
formation in open waters. This is the reason why ice concen-
trations are lower in LVR than in DFS. The lesser contribu-
tion of thermodynamic processes to the expansion of sea 
ice in LVR is indeed visible in the winter ice concentration 
budget based on online model diagnostics (not shown).

Subsequently, convection due to surface cooling and brine 
rejection from ice growth will homogenize the winter mixed 
layer. Since a thicker ocean layer needed to be cooled in 
LVR to allow for ice formation in open waters, the tempera-
ture of the mixed layer will become lower in this simula-
tion. This is visible in the mean August temperature profiles 
displayed in Fig. 14. Close to the surface and on average 
south of 65◦S, LVR is about 0.05 ◦C colder than DFS, with 
a larger difference at greater depths. A lower sea surface 
temperature implies a smaller oceanic heat flux to the ice 

Fig. 13  Differences in September sea ice concentration (left) and 
thickness (right) between experiments LVR and DFS (LVR-DFS), 
averaged over 1985–2014
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base. In August, just before the sea ice maximum, the mean 
heat flux is reduced by half in the low resolution case (not 
shown). Differences of several tens of W m−2 occur along 
the ice edge, where the flux is the highest in DFS due to 
relatively warm waters. In turn, the decreased oceanic heat 
supply to the ice in LVR explains the increase in ice thick-
ness in this experiment.

Finally, the simulated mixed layers are deeper in LVR, 
as a consequence of the surface cooling and of enhanced 
brine rejection linked to larger sea ice production. On aver-
age south of 65◦S, the difference between the two simula-
tions amounts to 15 m. While LVR appears to be in better 
agreement with WOA13 temperature profiles, the increase 
in mixed layer depth enhances the deep bias already present 
in DFS with respect to an observation-based climatology 
(Pellichero et al. 2017).

Based on this understanding of the first order effects of 
a reduced vertical resolution, we can re-examine the spatial 
patterns of changes in Fig. 13. The fact that sea ice is not 
thicker in LVR in the southern parts of the Weddell Sea can 
be explained by ocean temperatures close to the freezing 
point in that area, implying that the process described above 
does not play an active role there. By contrast, subsurface 
temperatures are the highest in the Amundsen Sea. In this 
region, the vertical mixing induced by new ice production at 
low resolution causes a upward heat transport which offsets 
the initial cooling. Higher surface temperatures decrease 
strongly the sea ice concentration and prevent the ice thick-
ening visible elsewhere.

Depending on the variable considered, the best agree-
ment with observations is provided by either DFS or LVR. 
More importantly, these results demonstrate that changing 
the vertical resolution of a model could require adjusting the 
treatment of some physical processes as well. The issue is 
similar to that of the increase in the horizontal resolution of 
ocean models, in which the eddy parameterizations must be 
adapted when the simulations become eddy-resolving (e.g., 
Iovino et al. 2016). In our case, it is not realistic that only the 
1 m surface layer of the ocean is associated with new sea ice 
formation in DFS. In reality, turbulent mixing continuously 
mixes the upper water layer, over a thickness larger than 
than 1 m, thereby coupling it with the freezing taking place 
at the surface. Even if vertical mixing is realistically simu-
lated, connections between the surface and the second ocean 
layer (and the deeper ones) can only occur at the model time 
step frequency. The results described above suggest that a 
more advanced representation of the formation of new ice 
in open waters (e.g., Wilchinsky et al. 2015; Barthélemy 
et al. 2016b) might help reduce the modeled winter sea ice 
concentrations.
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