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a b s t r a c t 

The heterogeneity of ocean surface conditions associated with a spatially variable sea ice cover needs to 

be represented in models in order to represent adequately mixed layer processes and the upper ocean 

density structure. This study assesses the sensitivity of the ocean-sea ice model NEMO-LIM to a subgrid- 

scale representation of ice-ocean interactions. The sea ice component includes an ice thickness distribu- 

tion, which provides heterogeneous surface buoyancy fluxes and stresses. A multi-column ocean scheme 

is developed to take them explicitly into account, by computing convection and turbulent vertical mixing 

separately in the open water/lead fraction of grid cells and below each ice thickness category. For the 

first time in a three-dimensional simulation, the distinct temperature and salinity profiles of the ocean 

columns are allowed to be maintained over several time steps. It is shown that the model response is 

highly sensitive to the homogenization time scale between the columns. If the latter are laterally mixed 

with time scales shorter than 10 h, subgrid-scale effects exist but the mean state is practically unaffected. 

For longer mixing time scales, in both hemispheres, the main impacts are reductions in under-ice mean 

mixed layer depths and in the summer melt of sea ice, following decreased oceanic heat flux at the ice 

base. Large changes in the open water temperature in summer suggest that the scheme could trigger 

important feedback processes in coupled simulations. 

© 2016 Elsevier Ltd. All rights reserved. 
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1. Introduction 

The sea ice covering the surface of polar oceans is an extremely

heterogeneous medium. Within a restricted region, areas of open

water, thin newly-formed ice, level ice a few meters thick or pres-

sure ridges several meters thick may be found ( Thorndike et al.,

1975 ). Because the insulating properties of ice strongly depend on

its thickness, the atmosphere-ice-ocean interactions are highly spa-

tially variable as well. The ice growth rate, which is associated

with brine rejection in the underlying ocean, decreases rapidly

with thickness, especially for thin ice ( Maykut, 1982 ). Furthermore,

warming of the oceanic mixed layer in summer results mostly

from the absorption of solar radiation in ice-free areas ( Maykut

and McPhee, 1995 ). The effects of sea ice on the sea surface tem-
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erature and salinity, hence on upper ocean stratification and mix-

ng, are therefore variable at small horizontal scales. The mixed

ayer dynamics, on the other hand, is of crucial importance for the

volution of the sea ice cover. Indeed, it determines the ice bottom

oundary conditions, most importantly influencing the ice energy

alance through modulations of the oceanic heat flux at the ice

ase. 

Modeling studies have shown that representing the heteroge-

eous nature of ocean surface boundary conditions under sea ice

ight be necessary to achieve an adequate simulation of the upper

cean physics in polar regions ( Losch et al., 2006 ). Convective mix-

ng related to intense brine rejections following ice formation is

or instance likely to prevail only in open water or thin ice areas,

hich may represent a small fraction of grid cells in large-scale

odels. Brine rejection parameterizations have been developed to

imic such processes (e.g., Nguyen et al., 2009 ), but their effect is

o suppress convection instead of making it localized ( Barthélemy

t al., 2015 ). They are consequently not able to account for the en-

rainment of water from the upper pycnocline, which could consti-

ute a significant component of the mixed layer heat budget (e.g.,
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Fig. 1. Schematic illustration of the main principles of a multi-column ocean 

scheme. In the reference case, the subgrid fluxes and stress ( F n ) from the sea ice 

model are aggregated before being transmitted to the single ocean grid cell under- 

neath, and the ocean vertical physics computation (represented by a red arrow) is 

unique. In the multi-column case, the water column is divided into several sub- 

columns, corresponding to the open water fraction and to the categories of the ice 

thickness distribution. The specific fluxes and stress are applied at the surface of 

the sub-columns and the oceanic vertical physics is computed separately in each of 

them. (For interpretation of the references to color in this figure legend, the reader 

is referred to the web version of this article.) 
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olyakov et al., 2013; Close and Goosse, 2013 ). In the Arctic, a part

f the solar heat that is absorbed in summer is indeed stored in

 near-surface temperature maximum below the mixed layer (e.g.,

ackson et al., 2012; Timmermans, 2015 ). In addition, although they

re largely insulated from the surface layer by the strong halo-

line stratification (e.g., Toole et al., 2010; Shaw and Stanton, 2014 ),

arm waters of Atlantic and Pacific origins are present at depth in

he Arctic Ocean. Because of the much weaker stratification, en-

rainment of heat from below the mixed layer by localized convec-

ive mixing might be even more important in the Southern Ocean

e.g., Gordon and Huber, 1984; Martinson, 1990; Wong and Riser,

011 ). 

In most advanced sea ice models nowadays, an ice thickness

istribution is used to represent the subgrid-scale variability of ice

hickness, which has long proven crucial to simulate accurately the

ce cover evolution (e.g., Hibler, 1980 ). Heterogeneous ocean sur-

ace boundary conditions are therefore available in such models.

or example, in the coupled ocean-sea ice model NEMO-LIM (see

he next section for description), all surface variables behave very

ifferently in the open water fraction of grid cells compared to the

ce-covered one ( Barthélemy et al., 2016 ). This includes freshwater,

alt, solar heat and non-solar heat fluxes and the surface stress.

alt and freshwater fluxes, as well as the solar heat flux reaching

he under-ice interface in the Arctic, further show a strong depen-

ency on ice thickness. However, the coupling with a single ocean

rid cell underneath requires the subgrid contributions from the

arious fractions of the surface to be aggregated ( Fig. 1 ). The infor-

ation about their heterogeneity is hence not utilized and poten-

ially important subgrid-scale ocean physics is not resolved. Such

erging of subgrid-scale fluxes amounts to assuming an instan-

aneous lateral mixing between the different parts of the ocean

odel columns. Although horizontal homogenization definitely oc-

urs, it is most likely not instantaneous in all situations. For in-

tance, measurements performed during the SHEBA campaign (Sur-

ace Heat Budget of the Arctic Ocean) have shown that, following a

eriod of calm winds, the surface of a lead had warmed to around

 °C above the freezing point and freshened to become close to

5 PSU ( Holland, 2003 ). 

Previous studies have investigated the implications of explicit

ubgrid-scale vertical mixing schemes on ocean and sea ice simula-

ions. By performing the mixed layer calculations separately in six

olumns corresponding to five ice thickness categories and to open

ater, Holland (2003) reproduced in a one-dimensional ocean and

ea ice model the above-mentioned warming and freshening of

ummertime leads observed during SHEBA. In this study, the ice-

overed columns were laterally mixed every time step, while the

ixing with the open water column occurred every six hours. A

arge sensitivity to this homogenization time scale was underlined.

in et al. (2015) implemented a two-column vertical mixing scheme

n an ocean-sea ice configuration of the Community Earth System

odel (CESM). The total salt flux resulting from ice growth was

pplied solely in one of the two columns, and lateral mixing be-

ween them occurred at the end of each time step. They noted

trong effects on the simulated mixed layer depths only when the

alt column was reduced to a size much smaller than the actual

ead fraction. In the different context of heterogeneous ocean con-

ection related to unresolved eddies, Ilıcak et al. (2014) also devel-

ped a two-column scheme with a homogenization at each time

tep. In contrast to the previous examples, changes in the depth of

onvective mixing between the columns were not caused by het-

rogeneous surface fluxes, but rather by different initial stratifica-

ions in each of them. Strong assumptions were needed to set the

elative size of the two columns as well as the imposed spread in

ensity profiles. 

Our main objective in this study is to assess the impacts of

 representation of subgrid-scale ice-ocean interactions on the
EMO-LIM model results. For that purpose, an improved multi-

olumn ocean mixing scheme has been developed for NEMO-LIM,

ased on and generalizing the studies described above. The ba-

ic principle is to divide each ocean grid cell in several columns,

hose areas are imposed by the ice thickness distribution and

he open water fraction provided by the sea ice model. Those

olumns are forced at the surface by available subgrid fluxes

nd vertical physics computations are done separately in each of

hem ( Fig. 1 ). The major novelty lies in the possibility to main-

ain different columns properties over several time steps. It is

he first time that this option is enabled in three-dimensional

imulations. The sensitivity to the columns’ homogenization time
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Table 1 

List of symbols used in the text. 

Symbol Description Value and/or unit 

�t Ocean time step 1 h 

N cat Number of ice categories 5 

N col Number of ocean columns 6 

F fw Freshwater flux kg m 

−2 s −1 

F s Salt flux kg PSU m 

−2 s −1 

F sol Solar heat flux W m 

−2 

F nsol Non-solar heat flux W m 

−2 

F b Buoyancy flux m 

2 s −3 

τ Norm of the surface stress N m 

−2 

N 2 Square of the Brunt-Väisälä frequency s −2 

K z Vertical eddy diffusivity m 

2 s −1 

f ( n ) Fractional area of column n –

f mix Mixing fraction in MCO#2 –

τ hom Homogenization time scale in MCO#2 h 
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scale is evaluated, and model results are analyzed in both polar

regions. 

This paper is organized as follows. The NEMO-LIM model

setup and the multi-column ocean scheme are described in

Sections 2 and 3 , respectively. Results are presented and discussed

in Section 4 , starting with the heterogeneity of ocean surface

boundary conditions in the reference simulation and continuing

with the ocean and sea ice changes in the sensitivity experiments.

A summary of our findings and concluding remarks are finally

given in Section 5 . 

2. Model description 

The current study is based on the global ocean-sea ice

model NEMO-LIM, configured strictly in the same manner as in

Barthélemy et al. (2016) . Only the major model features and

configuration aspects are thus described here, while components

of importance to the multi-column scheme are presented in

Section 3.2 . A revised version of the Louvain-la-Neuve sea Ice

Model (LIM3.6, Vancoppenolle et al., 2009; Rousset et al., 2015 )

has been incorporated in version 3.5 of NEMO (Nucleus for Euro-

pean Modelling of the Ocean, Madec, 2008 ). The ocean component

is a finite difference, hydrostatic, free surface, primitive equation

model, while LIM is a dynamic-thermodynamic sea ice model in-

cluding an ice thickness distribution (ITD) and an advanced halo-

dynamics scheme. The number of ice thickness categories N cat is

taken equal to five, with upper bounds for the first four categories

fixed at 0.63 m, 1.33 m, 2.25 m and 3.84 m. 

The reference model simulation is initialized in January 1948

with climatological temperature and salinity data from the World

Ocean Atlas 2001 ( Conkright et al., 2002 ) and is run until Decem-

ber 2014. The ocean-sea ice coupled model is forced using the so-

called CLIO formulation, by a combination of NCEP/NCAR daily air

temperature and wind reanalysis data ( Kalnay et al., 1996 ) and of

monthly climatologies for relative humidity, cloudiness, precipita-

tion and river runoffs. The ice-ocean coupling is thoroughly dis-

cussed in Barthélemy et al. (2016) , while surface heat fluxes are

parameterized as in Goosse (1997) . The sea surface salinity (SSS)

restoring has a time scale of 310 days for a 50 m mixed layer,

but it is reduced under sea ice, proportionally to the ice concen-

tration, in order to avoid altering the ice-ocean interactions. The

ocean and sea ice models share the quasi-isotropic global tripo-

lar grid ORCA1, with a nominal 1 ° resolution in the zonal direc-

tion and 46 layers based on a z coordinate on the vertical, ranging

from 6 m at the surface to 250 m at the bottom. The ocean model

time step �t is 1 h. LIM is embedded in the surface boundary

condition (SBC) module of NEMO, which is called every six time

steps. 

While the model skill in representing the ocean will be ad-

dressed when we examine the sensitivity experiments results, a

few comments about the sea ice simulation are worthy. In the ref-

erence configuration, LIM tends to overestimate the sea ice extent

compared to observations ( Barthélemy et al., 2016 ). The bias in the

Arctic ranges between 1 and 2 × 10 6 km 

2 throughout the year.

In the Antarctic, the issue is most striking during the melting sea-

son, at the end of which the simulated extent is more than twice

the observed one. The sea ice trends over the past decades, how-

ever, agree well in both hemispheres with satellite products (for

the extent, Comiso, 20 0 0 ) and reanalysis estimates (for the volume,

Schweiger et al., 2011; Massonnet et al., 2013 ). NEMO-LIM is an ap-

propriate tool to study the effects of a subgrid-scale representation

of ice-ocean interactions, but this discrepancy between simulated

and observed sea ice extents has to be kept in mind when analyz-

ing model results. 
. Multi-column ocean scheme 

Our aim in this study is to develop a scheme in which the

cean vertical physics is calculated separately below the open wa-

er and the N cat ice thickness categories, in order to investigate the

ole of subgrid-scale ice-ocean interactions. The ocean grid cells

re therefore split into N col parts that we name columns (with

 col = N cat + 1 = 6 ), and the scheme is referred to as multi-column

cean (MCO). In this section, we first detail the modifications that

re needed in the SBC module. Some background about the other

cean model components involved in the scheme is then pre-

ented, before describing the two distinct versions of MCO that

ill be tested. A list of symbols used in the text is provided in

able 1. 

.1. Surface boundary conditions 

First of all, the MCO scheme requires keeping track of the

BC variables for each column separately. We follow exactly the

ethodology presented in Barthélemy et al. (2016) , where addi-

ional details can be found. The code modifications are straightfor-

ard and simply consist in saving the contributions of open wa-

er and ice categories when they are calculated. They mostly take

lace in the sea ice code. The salt, freshwater, solar heat and non-

olar heat fluxes are diagnosed for each column, as well as the

orm of the surface stress. The latter is however identical for all

ce categories. Since NEMO is used here in a linear free surface

onfiguration, freshwater fluxes are turned into virtual salt fluxes

hat, along with real salt fluxes from sea ice processes, affect the

SS evolution. 

A second modification is needed in the SBC and ice modules

o allow the use of sea surface temperatures (SSTs) and SSSs spe-

ific to each oceanic column, instead of grid cell-average values.

his further implies that the oceanic heat flux at the ice base can

ary from one category to the other, mostly because of SST dif-

erences, but also because the ice bottom is at the local freezing

oint, which depends on the SSS. 

.2. Overview of relevant ocean model components 

The MCO scheme requires substantial changes in the ocean

odel. The components of the code that are involved in its im-

lementation are reviewed in Fig. 2 . These are essentially the ones

omputing the vertical mixing and the update of tracers. Other

omponents, related in particular to ocean dynamics and lateral

ixing, are left untouched. Those only see the mean temperature

nd salinity (T/S) fields and are not directly affected by MCO. 
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Fig. 2. Model components and variables relevant to MCO, as they stand in the reference code (left) and as they are modified in the MCO schemes (center and right). T/S 

denotes the temperature and salinity fields, whose surface values are used by the SBC module, while vertical profiles are used to compute the water column stability. Vertical 

mixing and convection are treated using the TKE and NPC schemes, respectively, which are described in Section 3.2 . The elements in red and with exponents (n) are the 

ones that exist/are computed separately in each column. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this 

article.) 
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In our model configuration, turbulent vertical mixing is han-

led with the so-called TKE scheme ( Blanke and Delecluse, 1993;

adec, 2008 ). Turbulent kinetic energy (TKE) is calculated from

 prognostic equation. The vertical eddy viscosity and diffusivity

re then derived using diagnostic non-local turbulent length scales.

he TKE input at the surface is prescribed as a function of the

orm of the surface stress τ , provided by the SBC module. Within

he ocean, TKE is produced by vertical shear and destroyed by

tratification, which is represented by the square of the Brunt-

äisälä frequency N 

2 . The TKE evolution is further influenced by

ertical diffusion and Kolmogorov dissipation. Among the outputs

f the TKE scheme, the most important one in the context of MCO

s the vertical eddy diffusivity K z . 

The part of the code most impacted by MCO is the tracer up-

ate, where the changes in temperature and salinity from various

rocesses are successively taken into account. Advection, lateral

ixing, runoffs and bottom boundary layer processes are associ-

ted with tracer trends that will remain common to all columns.

hese trends are calculated using the mean T/S fields, without be-

ng affected by the subgrid-scale distribution of the tracers. Trends

elated to other processes will be computed separately in each col-

mn within the MCO schemes. These first include the application

f surface fluxes (freshwater F fw 

, salt F s and non-solar heat F nsol ).

he penetrative solar radiation scheme used in our configuration

mplies that the solar heat flux F sol is not, strictly speaking, a sur-

ace flux. Instead, it is exponentially absorbed in the first few tens

f meters of the ocean. We will nonetheless not make the distinc-

ion further in the text. The effect of vertical mixing is then cal-

ulated, using the K z mixing coefficient from TKE. Finally, a non-

enetrative convection scheme (NPC, Madec et al., 1991 ) is applied

o remove the static instabilities that may have appeared in any of
he ocean columns. o  
.3. MCO#1 

The main feature of the first version of the MCO scheme is to

omogenize the oceanic columns at the end of each time step. It

ollows in this respect the work of Ilıcak et al. (2014) and Jin et al.

2015) . Given the NEMO time-stepping, the only differences in tur-

ulent mixing that could arise across the columns would be due

o different surface stresses in open water/leads and below ice cat-

gories. However, Barthélemy et al. (2016) have shown that the

tress is the SBC variable that shows the least variability at the

ubgrid scale. Therefore, in MCO#1, the only mixing process that

s computed separately in each column is convection, which may

resent a strong heterogeneity as a result of the large subgrid-scale

ariability of buoyancy fluxes. 

The details of the implementation are illustrated in Fig. 2 . The

racer trends due to processes common to all columns are first cal-

ulated. These trends are then updated in the N col columns using

he specific thermohaline fluxes provided for each of them by the

BC module. In contrast to the study of Jin et al. (2015) , where

nly a subgrid-scale repartition of salt fluxes is accounted for, we

eal with all surface fluxes and with their simulated distribution

cross the open water/leads and ice categories. Vertical mixing is

hen computed, using however the same diffusivity K z in each col-

mn. Finally, the NPC convection scheme is called, yielding N col T/S

rofiles at each grid point. The last step consists in the homoge-

ization of these profiles, which is done in a conservative way by

eighting them by the columns relative areas. 

.4. MCO#2 

The principle of the second version of MCO is to allow the

cean columns to be maintained over multiple time steps. In sev-
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Table 2 

List of sensitivity experiments. 

Experiment MCO f mix τ hom 

REF no n/a n/a 

S1.1 MCO#1 n/a ∼ 1 h 

S2.2 MCO#2 0 .5 2 h 

S2.10 MCO#2 0 .1 10 h 

S2.50 MCO#2 0 .02 50 h 

S2.250 MCO#2 0 .004 250 h 

Fig. 3. Selected areas for the computation of spatial averages. 
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eral aspects, it corresponds to a three-dimensional generalization

of the study by Holland (2003) . A number of technical issues need

to be addressed and consequently make the implementation of

MCO#2 much more complex than MCO#1. Furthermore, since the

differences in T/S fields among the columns can grow over time,

the vertical mixing scheme now also has to be called indepen-

dently in each of them. 

At the beginning of a time step, N col T/S profiles are available

at each grid point. The SBC module, including the sea ice model,

receives SSTs and SSSs that may differ across the columns. This

means in particular that atmosphere-ocean exchanges in open wa-

ter are calculated with a specific SST. The heat fluxes at the base

of each ice category are likewise computed with distinct SSTs and

SSSs (hence freezing points). 

The sea ice integration is possibly associated with shifts in the

ITD and changes in the open water fraction, which induce modifi-

cations of the column areas. As a consequence, a redistribution of

T/S profiles is required. It is handled in the following basic way. On

the one hand, the properties of columns of decreasing area are un-

changed. On the other hand, expanding ones are updated according

to: 

X 

(n ) 
new 

= 

f (n ) 
old 

X 

(n ) 
old 

+ ( f (n ) 
new 

− f (n ) 
old 

) X rds 

f (n ) 
new 

, 

where X 

( n ) is the field considered and f ( n ) the fractional area of

column n . The field X rds used in the redistribution corresponds to

the average in the areas lost by the decreasing columns: 

X rds = 

∑ N col 

n =1 
max (0 , f (n ) 

old 
− f (n ) 

new 

) X 

(n ) 
old ∑ N col 

n =1 
max (0 , f (n ) 

old 
− f (n ) 

new 

) 
. 

By construction, this redistribution process is conservative and

keeps the mean ocean properties unaltered. 

In the vertical mixing scheme, the production of TKE by shear

is computed only once, using velocities and a turbulent viscosity

that are common to all columns. This term is then used in the

TKE evolution calculations that are done separately in each col-

umn. These use distinct surface stress norms as boundary condi-

tions in the ice-free and ice-covered parts of grid cells, as well as

stratifications specific to each column. The subgrid-scale buoyancy

fluxes are taken into account through this stratification term. The

result is N col vertical diffusivity profiles K z at each grid point. The

profiles of TKE by column are transferred to the next time step in

exactly the same way as the T/S fields. They undergo in particular

the same redistribution as described above. A final TKE computa-

tion is done based on the mean surface stress and mean stratifica-

tion, in order to calculate the eddy viscosity for use in the ocean

dynamics and in the shear production. 

The update of tracers is basically the same as in the MCO#1

case, except that the turbulent vertical mixing coefficients can now

differ among the columns. Nonetheless, a major difference is that

the T/S profiles are only partially homogenized. More precisely, at

each time step and for each oceanic column, a fraction f mix of the

profile is replaced by the average: 

X 

(n ) 
new 

= (1 − f mix ) X 

(n ) 
old 

+ f mix X a v e , 

where the average X ave is simply: 

X a v e = 

N col ∑ 

n =1 

f (n ) X 

(n ) 
old 

. 

This partial homogenization intrinsically conserves the mean tem-

perature and salinity. It actually corresponds to a restoring towards
he mean profile, with a time scale τ hom 

given by: 

hom 

= 

�t 

f mix 

, 

ith �t the ocean time step. 

.5. Sensitivity experiments 

MCO#1 has no tunable parameter. The column homogenization

n that version of the scheme is complete and has a fixed implicit

ime scale equal to the ocean time step, i.e. 1 h in our model con-

guration. The only parameter in the MCO#2 scheme is the ho-

ogenization time scale τ hom 

between the columns. This lateral

ixing is most likely variable both in space and time, because it

epends on the columns distribution and on the ocean and sea ice

ynamics (see the discussion in Section 4.4 ). For the sake of sim-

licity, it is kept constant within each of the simulations in this

tudy. 

The set of sensitivity experiments conducted in this paper is

iven in Table 2 . The REF and S1.1 experiments correspond to the

eference code without MCO scheme and to MCO#1, respectively.

or MCO#2, a wide range of homogenization time scales are tested,

rom 2 to 250 h, which are equivalent to mixing fractions from 0.5

o 0.004. All sensitivity tests begin in 1985 from a restart of the

EF simulation. They are run until end of 2014 and, unless other-

ise stated, their last 20 year outputs are analyzed. The 10 year

pinup is sufficient for the mixed layer and sea ice to adjust to

he introduction of the MCO schemes. Short additional simulations

ave been performed with a higher coupling frequency between

he sea ice and the ocean. The qualitative response to MCO remains

he same as in the experiments presented hereafter, in which the

oupling occurs every six ocean model time steps. 

. Results and discussion 

The results of the reference and sensitivity experiments are now

resented. We first illustrate the heterogeneity of SBC across the

olumns, then examine the impacts of MCO on the ocean proper-

ies and finally investigate feedbacks on the sea ice itself. Several

iagnostics consist of spatial averages, which are computed in the

reas represented in Fig. 3 . The objective is to obtain mean val-
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Fig. 4. Seasonal cycles of the ocean surface buoyancy flux in each column in experiment REF, averaged in the areas depicted in Fig. 3 and where sea ice concentration 

exceeds 15 %, in the Arctic (left) and in the Antarctic (right). 

u  

w  

t  

a  

t  

p  

e  

t

4

 

t  

O

 

w  

fl  

S  

fl

F

w  

r  

(  

c

a  

c  

P  

p  

c

 

a  

d  

T  

c  

g  

i  

t

 

i  

c  

d  

s  

i  

t  

i  

a  

t  

i  

a  

r  

b

 

g  

fl  

l  

l  

s  

o  

t  

t  

(  

w  

a  

b

 

s  

i  

a  

t  

I  

b  

g

 

t  

a  

s  

d  

c  

i

4

 

W  

w

4

 

c  
es that are representative of the inner sea ice pack and of regions

here significant changes occur in the ocean. The area chosen for

he Arctic is delineated by the 500 m isobath and by the 80 °N par-

llel in Fram Strait, hence excluding the highly stratified continen-

al shelves where little vertical mixing occurs. Without an obvious

hysical northern boundary, the Antarctic area is based on a visual

xamination of the simulated sea ice concentration, and is chosen

o ensure that it is fully covered with ice in winter. 

.1. Surface boundary conditions 

A complete discussion of the modeled SBC heterogeneity across

he columns in NEMO-LIM is provided in Barthélemy et al. (2016) .

nly major results are recalled here. 

Changes in the density structure of the ocean upper layer,

hich may lead to convective mixing, are largely driven by the

uxes of salt, freshwater and heat that influence the evolution of

ST and SSS. These fluxes can be combined into a single buoyancy

ux F b following: 

 b = 

g 

ρw 

(
αT 

c w 

(F sol + F nsol ) − βS F 
∗

s 

)

here g, ρw 

and c w 

are the gravitational acceleration (9.81 m s −2 ),

eference seawater density (1035 kg m 

−3 ) and specific heat

40 0 0 J kg −1 K 

−1 ), respectively. The thermal expansion and haline

ontraction coefficients αT and βS are taken equal to 0.3 10 −4 K 

−1 

nd 7.7 10 −4 PSU 

−1 , respectively, which are typical values for the

old and fresh waters found in the polar oceans ( Marshall and

lumb, 2007 ). Finally, F ∗s is the total salt flux made up of real com-

onents from sea ice processes ( F s ) and virtual components asso-

iated with freshwater fluxes ( F fw 

). 

The mean seasonal cycles of the simulated ocean surface buoy-

ncy flux for all columns are plotted in Fig. 4 . Positive values in-

icate a gain of buoyancy, leading to an increase in stratification.

he averaging is computed without weighting the fluxes by the

olumn fractional areas. Furthermore, it only takes into account re-

ions where the sea ice concentration exceeds 15 %. This threshold

s useful in order not to include low ice concentration areas where

he fluxes depart significantly from their inner ice pack values. 

The most obvious features in Fig. 4 are the strong seasonal-

ty and the stark contrast between the ice and open water/lead

olumns. Since at low temperature the seawater density is mostly

etermined by salinity, the buoyancy fluxes follow closely the sea-

onal cycles of salt fluxes. The intense ice formation rates in leads

n winter lead to large buoyancy losses associated with brine rejec-

ions. These are at least one order of magnitude larger than below
ce. In summer, the strong warming of open water by solar radi-

tion yields positive buoyancy fluxes. These are however weaker

han the fluxes existing under melting ice due to the freshwater

nput at the ocean surface. In the model, water from melting ice

nd snow does not reach the open waters, because ice lateral melt,

unoff from the ice surface and flushing of freshwater produced by

ottom melt into the leads are not implemented. 

Differences among ice categories also exist. In winter, thin ice

rows more rapidly and therefore produces larger destabilizing salt

uxes. In summer, it loses its thinner insulating snow cover ear-

ier, hence melting more rapidly. In the Arctic, penetration of so-

ar radiation through thin ice categories also plays a minor role in

trengthening their positive buoyancy fluxes. The peculiar behavior

f thickest ice categories in summer in the Arctic and in winter in

he Antarctic is due to the porosity of ridges in LIM. This parame-

er is taken equal to 0.3, following the estimate of Leppäranta et al.

1995) derived from in situ observations. Large amounts of salty

ater are thus entrapped when thick ice forms through ridging,

nd the subsequent brine drainage gives rise to large salt fluxes

elow the thickest ice. 

In LIM, the ocean-ice stress is the same for all ice categories. As

hown in Barthélemy et al. (2016) , the surface stress is character-

zed by a much weaker seasonality than the thermohaline fluxes,

nd does not differ much between the columns. Still, on average in

he Arctic, it is up to twice as large in open water compared to ice.

n the Antarctic on the other hand, the stress tends to be stronger

elow ice and differs by less than 15 % in the ice-free fraction of

rid cells. 

By influencing ocean and sea ice (see the next sections), the in-

roduction of the MCO schemes implies feedbacks on the SBC vari-

bles, mostly on the thermohaline fluxes. It turns out that this re-

ults in only slight quantitative adjustments to the main picture

escribed above, which remains fully valid. These are therefore

onsidered second order effects that will only briefly be addressed

n the context of sea ice changes induced by MCO. 

.2. Ocean 

The impacts of MCO on the ocean are presented in this section.

e consider first the subgrid-scale processes, and then examine

hat influence they have on the mean fields. 

.2.1. Subgrid-scale processes 

The difference between the depth of convection (CVD) in each

olumn and the mean mixed layer depth (MLD) in winter is shown
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in Fig. 5 . As its name implies, the CVD is the depth up to which

the ocean column is homogenized by the NPC algorithm in or-

der to remove static instabilities. A single MLD value is computed

at each grid point from the mean density profile. It is defined in

the model as the depth where the density is 0.01 kg m 

−3 higher

than in the second level, at 10 m depth. The CVD - MLD differ-

ence maps are shown for February in the Arctic and for August in

the Antarctic. This is just before the sea ice maximum, at a time

when sea ice still forms in all regions but the ice edge and when

the spread between subgrid-scale fluxes is the largest. Experiments

S1.1 and S2.50 are presented. This first one illustrates the effects of

the MCO#1 scheme, while the second is used to exemplify a situ-

ation in which clear changes in the mean fields are obtained (see

the next section). 

In experiment S1.1, the deepest CVDs within the sea ice zone

are close to the MLD, suggesting that convective mixing due to

surface fluxes (mostly brine rejections) is a major process in

the mixed layer deepening. Furthermore, a gradient in CVD ex-

ists among the columns, which is readily explained by the vari-

ability of ice growth rates, the latter being the most intense

in leads and decreasing with increasing sea ice thickness. An

exception is the fifth ice category in the Antarctic, whose con-

centration is nonetheless very low, due to brine drainage from

ridges as explained above. The differences of CVD between the

columns also occur because a finite, weak stratification may ex-

ist inside the mixed layer in the multi-column formalism. Indeed,

whenever a single ice category melts, the mean profile resulting

from the averaging of one stratified column with others, possi-

bly undergoing convection, will present a weak stratification close

to the surface. Only the most intense brine rejections will gener-

ate enough instability to overcome this stratification. Convection

shallower than the MLD occurs in two other cases. First, in both

hemispheres, the melting of ice advected towards warmer waters

produces freshwater fluxes that inhibit convection, as is the case

close to the ice edge. Second, in the Antarctic, the Ross and Wed-

dell Seas are characterized by relatively small CVDs. In those re-

gions, the very weak stratification at depth may however cause an

overestimation of the MLD estimated using the density threshold

method. 

The MCO#2 scheme allows differences in temperature and in

salinity between the columns to accumulate over several time

steps. As a consequence, in experiment S2.50, convection is able

to penetrate well below the mean MLD for the columns with the

strongest surface fluxes. This includes in both hemispheres the col-

umn corresponding to leads, as well as the first (and to a lesser

extent the second) sea ice category in the Arctic. The effect related

to saline, newly formed ridges is again visible for the fifth category.

In S2.50, north of Greenland and the Canadian Arctic Archipelago

(CAA), convection in leads reaches depths more than 20 m larger

than the mean MLD, while it can be up to 50 m in many coastal

regions along Antarctica. Changes in MLDs compared to the refer-

ence experiment are smaller than these values (see Fig. 7 ). This

means that the MCO#2 scheme allows, in at least a fraction of

the grid cells, to entrain within the mixed layer waters from

below, which would not have been put in contact with the surface

otherwise. 

The T/S profiles in each column are plotted in Fig. 6 . Only ex-

periment S2.50 is considered here, since such profiles exist ex-

clusively in the MCO#2 scheme. Winter profiles are for the same

months as in Fig. 5 , while summer results are for July in the North-

ern Hemisphere (NH) and January in the Southern Hemisphere

(SH), when the subgrid-scale fluxes are the most representative of

the summer season. 

The profile characteristics are fairly consistent for both hemi-

spheres in each season. Expectedly, the most visible differences
re between the open water/leads column and the ice ones. In

inter, the column corresponding to leads is more saline in the

ixed layer, by 0.25 PSU down to around 25 m in the Arctic and

y 0.1 PSU down to 50 m in the Antarctic. This arises from ad-

itional salt input at the surface, as well as from entrainment of

altier water from below through deeper convection. A very slight

alinity gradient also exists among ice categories in the NH. The

ffect of deeper convective mixing in leads has an impact on tem-

erature profiles too. Vertical mixing of warmer water from be-

ow the mixed layer with cold surface water results in an increase

decrease) in temperature above (below) the MLD. Differences are

evertheless weak, of the order of 0.1 °C in the Antarctic and even

maller in the Arctic. 

Summer profiles feature temperatures well above the freez-

ng point in open water. The SST difference between open wa-

er and ice columns amounts on average to 1 °C in the NH and

o 0.75 °C in the SH. This is caused by the absorption of around

50 W m 

−2 of solar energy in ice-free areas, only partly balanced

y non-solar heat losses less than 20 W m 

−2 in the Arctic and less

han 50 W m 

−2 in the Antarctic ( Barthélemy et al., 2016 ). By con-

rast, the summer ocean-to-ice heat flux maintains the under-ice

ater close to the freezing point. Nevertheless, in the Arctic, the

ransmission of a fraction of incoming solar radiation through thin,

now-free ice leads to SST differences of up to a few tenths de-

rees between the thinnest and the thickest ice categories. This

oes not happen in the Antarctic, because ice remains covered

ith snow during summer, which absorbs all solar energy in the

odel. 

Salinity profiles indicate that thin ice melts more rapidly, lead-

ng to a fresher ocean surface below the first categories. Differ-

nces are of the order of a few tenths PSU and are confined to

he uppermost ocean levels. The highest SSSs are encountered in

pen water. This contrasts with the examination of SHEBA data by

olland (2003) , which showed the surface of the lead to be several

SU fresher than the under-ice. Absence of explicit lateral melt and

f meltwater runoff from the ice surface in LIM are likely to be re-

ponsible for this discrepancy. 

An equivalent of Fig 5 for the summer season would show the

ame absence of convection in all columns. Fig. 6 indicates how-

ver that distinct situations occur in open water and below ice. On

he one hand, melting ice has a cooling but freshening effect on

he ocean surface. On the other hand, the open water undergoes

ittle salinity changes from surface fluxes, but warms due to the

bsorption of solar radiation. In both cases, the water columns be-

ome stable and vertical mixing is hampered. 

.2.2. Effects on mean fields 

In this section we determine whether MCO has an impact on

he ocean mean state, beyond the subgrid-scale effects described

bove. MLDs could be affected in two ways. Firstly, the application

f destabilizing surface fluxes in a limited part of the grid cells, and

he fact that the average of unstratified and stratified profiles is

tratified, could lead to a reduction in MLDs. Secondly, the deeper

onvection in some columns could weaken the stratification be-

ow the MLD compared to the reference experiment, which could

ermit a greater penetration of turbulent mixing and an increase

n MLDs. As will be shown here and in agreement with previous

tudies ( Ilıcak et al., 2014; Jin et al., 2015 ), the first effect is in gen-

ral dominant in winter. 

In the NH, the simulated MLDs are compared with the global

pper ocean MIMOC climatology (Monthly Isopycnal and Mixed

ayer Ocean Climatology, Schmidtko et al., 2013 ). This product

s based on individual conductivity-temperature-depth (CTD) pro-

les from traditional shipboard data, but also from automated ice-

ethered profilers, which provide upper ocean observations of the
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Fig. 5. Difference between the convection depth in each oceanic column and the mean mixed layer depth, in experiments S1.1 (left) and S2.50 (right), for February in the 

Arctic (upper panels) and for August in the Antarctic (lower panels). 
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Fig. 6. Temperature and salinity profiles in each oceanic column in experiment S2.50, averaged in the areas depicted in Fig. 3 and where sea ice concentration exceeds 15 %, 

for February and July in the Arctic (upper panels) and for January and August in the Antarctic (lower panels). 

Fig. 7. Mixed layer depths in the MIMOC climatology and in experiment REF, and differences with experiments S1.1 and S2.50, for February in the Arctic (upper panels) and 

for August in the Antarctic (lower panels). A logarithmic color scale is used in the difference maps. 
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Table 3 

Monthly maximum of the average mixed layer depth in the areas depicted in Fig. 3 and sea ice extent and volume monthly 

extrema, in the reference and sensitivity experiments, in the Arctic (upper part) and in the Antarctic (lower part). The numbers 

in brackets indicate the differences compared to the reference experiment. 

Experiment REF S1.1 S2.2 S2.10 S2.50 S2.250 

Arctic 

Max. MLD (m) 34 34 (0) 35 (1) 35 (1) 33 (-1) 29 (-5) 

Min. extent (10 6 km 

2 ) 7.0 7.0 (0.0) 7.0 (0.0) 7.2 (0.2) 7.7 (0.7) 8.5 (1.5) 

Max. extent (10 6 km 

2 ) 16.8 16.8 (0.0) 16.8 (0.0) 16.8 (0.0) 16.9 (0.1) 17.0 (0.2) 

Min. volume (10 3 km 

3 ) 14.7 14.7 (0.0) 14.8 (0.1) 15.2 (0.5) 16.8 (2.1) 19.3 (4.6) 

Max. volume (10 3 km 

3 ) 30.8 30.8 (0.0) 30.9 (0.1) 31.1 (0.3) 32.0 (1.2) 33.3 (2.5) 

Antarctic 

Max. MLD (m) 79 78 (-1) 78 (-1) 76 (-3) 73 (-6) 69 (-10) 

Min. extent (10 6 km 

2 ) 8.0 8.0 (0.0) 8.1 (0.1) 8.4 (0.4) 9.6 (1.6) 11.4 (3.4) 

Max. extent (10 6 km 

2 ) 20.9 20.9 (0.0) 20.9 (0.0) 21.0 (0.1) 21.1 (0.2) 21.2 (0.3) 

Min. volume (10 3 km 

3 ) 5.6 5.6 (0.0) 5.6 (0.0) 5.8 (0.2) 6.6 (1.0) 7.6 (2.0) 

Max. volume (10 3 km 

3 ) 16.6 16.6 (0.0) 16.6 (0.0) 16.7 (0.1) 16.8 (0.2) 16.9 (0.3) 
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Fig. 8. Comparison of mixed layer depths in the MEOP-CTD dataset and in experi- 

ment REF, for the period 2004–2011. Upper panel: mixed layer depths difference in 

May. Lower panel: scatter plot of simulated versus observed mixed layers depths in 

the Antarctic area depicted in Fig. 3 ; the solid line is a least squares linear fit and 

the dashed line is the diagonal. 
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ce-covered Arctic region in all seasons ( Krishfield et al., 2008 ).

s shown in Fig. 7 , experiment REF reproduces relatively well the

LDs in the Arctic Ocean in winter. The main biases compared to

he climatology are too deep MLDs in areas around Greenland, in

udson Bay and in the Sea of Okhotsk, and a slight underestima-

ion of MLDs in the Canada Basin. 

On average in the Arctic area chosen for analysis ( Fig. 3 ), the

aximum monthly MLD in MIMOC is 34 m. The corresponding

alues for all simulations are listed in Table 3 . The good agreement

ith REF is noticeable. The mean impact of MCO is weak, except

or simulation S2.250 which exhibits a maximum MLD reduction

f 5 m. The small changes in that mean value could result from

he spatial averaging, but as far as experiment S1.1 is concerned,

ig. 7 shows that MCO#1 has indeed nearly no impact. In S2.50 on

he contrary, MLDs generally decrease in the sea ice zone, up to

0 m north of Greenland, but they show a weak increase in the

anada Basin. However, the changes are too small to offset the ini-

ial model biases. The largest differences actually occur beyond the

ea ice edge, in regions of much deeper MLDs, likely because of

eak modifications in the large-scale T/S fields. 

Due to the lack of under-ice winter hydrographic observations

lose to Antarctica, the MIMOC climatology severely underesti-

ates MLDs on the continental shelves ( Barthélemy et al., 2015 ).

esides, measurements collected between 2004 and 2011 by CTD

ensors carried by seals provide an extremely valuable source

f information about the hydrography of the Southern Ocean

outh of the Antarctic Circumpolar Current. We thus use here the

EOP-CTD dataset (Marine Mammals Exploring the Oceans Pole to

ole, Roquet et al., 2011; 2013 ), a calibrated compilation of T/S pro-

les collected by hundreds of instrumented seals, to evaluate our

odel results. In short, climatological MLDs are obtained from the

atabase by averaging, for each month and each ORCA1 grid point

here they are available, the MLDs computed from the measured

rofiles in the same way as they are estimated in NEMO. More de-

ails about the model-data comparison can be found in Barthélemy

t al. (2015) . Out of the continental shelves, the MLDs from MI-

OC compare quite well with the ones calculated from seal ob-

ervations. Hence, the following analysis is only based on the

atter. 

MLDs in experiment REF are evaluated against MEOP-CTD esti-

ates in Fig. 8 . The map of differences is shown for the month of

ay, when mixed layers become deeper and when the data cover-

ge is still relatively good. Overall, the model tends to underesti-

ate MLDs. The issue is clearest along the coast of East Antarctica,

here the bias is locally up to 150 m. The only location where sig-

ificantly too deep mixed layers are modeled is the eastern Wed-
ell Sea. The scatter plot extends the evaluation to all months and

upports the above finding. Weddell Sea data points are clustered

bove the diagonal. The correlation between simulated and ob-

erved MLDs is 0.38 and the slope of the least square linear fit

s 0.59, confirming the MLD underestimation by the reference ex-

eriment. 
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Fig. 9. Differences in tem perature and salinity profiles between the sensitivity and REF experiments, averaged in the areas depicted in Fig. 3 , for February in the Arctic (left) 

and for August in the Antarctic (right). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 10. Differences in temperature (left) and salinity (right) at 190 m depth be- 

tween experiments S2.50 and REF, for August in the Antarctic. 
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As in the NH, the introduction of MCO schemes in NEMO re-

duces MLDs in the Antarctic, with a larger impact for longer ho-

mogenization time scales. On average, the MLD drops from 79 m

in REF to 73 m in S2.50 ( Table 3 ), whereas the changes are barely

visible for S1.1 ( Fig. 7 ). Substantial decreases in MLD appear more

restricted to the ice-covered areas than in the Arctic. The largest

changes, of the order of 50 m in experiment S2.50, occur on

the continental shelves, except in the Ross Sea. A comparison of

S2.50 with the MEOP-CTD dataset yields a correlation coefficient

of 0.41 and a linear fit slope of 0.54. This is consistent with a

small improvement in the mean MLD representation where mea-

surements exist in the Weddell Sea, but with an increased un-

derestimation elsewhere. The equivalent of Fig. 8 for this experi-

ment looks very similar to the one displayed for REF and is thus

not shown. Since the MEOP-CTD profiles are recorded during the

quasi-vertical ascent of seals, it is possible that the animals over-

sample the lead areas. Because of the large differences in the depth

of convection between the columns in MCO#2, such a non-uniform

sampling could have an influence on the model-observation

comparison. 

The MCO effects on mean T/S fields are presented in Fig. 9 . They

are negligible in S1.1 and small in all other simulations, so that the

general shape and properties of profiles remain mostly unaffected.

Therefore, the differences compared to the reference experiment

are plotted for the winter season. In summer in both hemispheres,

the most consistent signal is an increase in SSS (not shown) that

we attribute to a reduced sea ice melt (see the next section). Pro-

files averaged over various sectors of the Southern Ocean present

the same key features as described below. 

In the Antarctic, the temperature and salinity increase at a

depth close to the MLD, with a magnitude depending of the ho-

mogenization time scale. This is consistent with a shoaling of

the mixed layer, which allows the warmer and saltier water from

below to get closer to the surface. The maximum warming and

salinity gain are of 0.1 °C and 0.02 PSU in experiment S2.50.

The temperature profiles also indicate a slight cooling at depth,

which is explained by a greater penetration of cold water due

to deeper convection in leads. At the surface, the presence of

sea ice forces temperatures to remain at the freezing point in all

simulations. 

In the Arctic, the model response does not seem linear as a

function of the mixing time scale. For experiments S2.2 and S2.10,

only a weak cooling is present down to 150 m. A warming in the

upper layer, associated with a MLD shoaling or to the entrain-

ment of water from below, exists exclusively in S2.50 and S2.250.

The temperature differences at greater depths (below 150 m) likely

originates from changes in vertical mixing in remote areas, with
 e  
mpacts on deep water masses. Certainly, the changes are min-

mal, being at maximum of the order of 0.02 °C in experiment

2.50, which is too small to correct the generally large tempera-

ure biases of current models at intermediate depths in the Arc-

ic Ocean (e.g., Ilıcak et al., 2016 ). Salinity profiles show the same

ariety of behaviors, with a consistent increase close to the sur-

ace but with a freshening below the mixed layer only in S2.2 and

2.10. 

The MCO impacts on mean T/S profiles are thus weak, espe-

ially for temperature in the Arctic and for salinity in the Antarc-

ic. This may appear surprising in comparison to the subgrid-scale

ffects presented in the previous section. This is because some of

he subgrid-scale processes occur in columns of very small extent.

he most meaningful example is winter leads, whose vertical mix-

ng and hydrography are so peculiar. Their average concentration

n the model falls to less than 0.03 % in February in the Arctic and

o less than 0.5 % in August in the Antarctic. A higher and more re-

listic simulated open water fraction would strengthen the effects

f MCO, by increasing the area of the column with the strongest

uoyancy fluxes and the deepest convection. 

Additionally, the mean profiles considered so far mask regional

hanges that are larger in magnitude. Spatial distributions of tem-

erature and salinity differences at 190 m depth between experi-

ents S2.50 and REF are shown in Fig. 10 for August in the Antarc-

ic. While changes close to the surface are relatively uniform (not

hown), complicated patterns exist at this depth, because it is lo-

ally below, near or above the mixed layer base. The mean differ-

nce plotted in Fig. 9 is therefore not representative of all regions.
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t depths greater than the MLD, however, the changes caused by

CO tend to be very small everywhere. 

Especially in the Ross Sea, the cooling effect of MCO below

he MLD is clear, reaching up to 0.15 °C for the waters exiting

he continental shelf. In the Weddell Sea, higher temperatures are

ound close to the ice shelf where the mixed layer is deeper than

90 m, while colder waters occupy the other areas. This is con-

istent with the one-dimensional effect described above based on

ean profiles. In absolute values, maximum differences are of the

rder of 0.15 °C as well. Along the coast of East Antarctica, wa-

ers at 190 m depth are warmer in S2.50 than in REF, which can-

ot always be explained by deep MLDs as in the Weddell Sea. At

 ° resolution, we do not expect an accurate representation of the

oastal currents. Nonetheless, changes in the zonal ocean velocity

not shown) are a possible reason for the different model response

n that region. The salinity presents a more uniform increase

long the continent, up to 0.02 PSU in the three areas discussed

bove. 

The changes induced by MCO are robust, in the sense that the

ifferences between the experiments are similar if we select other

ime intervals in the simulations. They are also non-negligible

hen put into perspective with observed decadal variations in the

emperature of bottom water masses in the Weddell Sea for ex-

mple, which occur at rates close to 0.01 °C year −1 (e.g., Fahrbach

t al., 2004; Couldrey et al., 2013 ). Nevertheless, these changes are

mall compared to the model bias or to the variability of the sys-

em. Specifically, the application of a Student t-test has demon-

trated that the changes in mean temperature and salinity are al-

ost never statistically significant when compared to the interan-

ual variability. At this depth around Antarctica, the simulated in-

erannual standard deviation is indeed of the order of 0.3 °C for

emperature and 0.05 PSU for salinity. 

.3. Sea ice 

The impacts of the MCO schemes on the sea ice cover are

ow investigated. Maximum and minimum monthly ice extents

nd volumes are given for all sensitivity experiments in Table 3 .

he overall effect of MCO is to increase the ice extent and vol-

me, mostly at the seasonal minimum. It is weak for homogeniza-

ion time scale equal or shorter than 10 h, but becomes substan-

ial for S2.50 and S2.250. In those simulations, the minimum sea

ce extent rises by around 1 10 6 km 

2 in the Arctic. The increase

s even larger in the SH, but given the positive summer bias in

ntarctic sea ice, the model results should be treated with caution.

n both hemispheres, the extent is only marginally affected at the

inter maximum. The Arctic sea ice volume changes are similarly

t their highest during summer, reaching for instance 2.1 10 3 km 

3 

or experiment S2.50, but approximately half of the signal per-

ists during winter. In the Antarctic, differences in volume occur

ainly at the sea ice minimum and amount to 1.0 10 3 km 

3 for

2.50. 

Maps of sea ice concentration and thickness are shown in

ig. 11 , for experiments REF and S2.50, which is the first in which

CO has significant effects, and for the months of February and

ugust when the differences with respect to the reference simula-

ion are the largest. It is worth noting that these months are not

he ones corresponding to the simulated sea ice minimum (March

nd September), which could give an exaggerated impression of

he real model bias in summertime ice extent. The average sea ice

hickness over the whole grid cell is plotted, i.e. ice 1 m thick at

0 % concentration appears as 0.5 m thick in the figure. In other

ords, it corresponds to the sea ice volume per unit area. 

Sea ice concentration increases preferentially in peripheral ar-

as where it is low, whereas it is almost unchanged in the central
rctic basin and CAA, and in the Weddell Sea. Differences are typ-

cally of the order of 10 %, but exceed 15 % locally. The gains in ice

hickness tend to be more widespread. In the Arctic, ice gets 15 cm

hicker almost everywhere and the increase is up to 30 cm in the

arginal ice zone. The thickening is at most 15 cm in the Antarctic.

lthough the magnitude of the changes varies from one sensitivity

xperiment to the other, the general patterns remain the same in

ll cases. 

In order to understand the origin of the sea ice changes de-

cribed so far, we examine the non-solar part of the oceanic sur-

ace heat flux in experiments REF and S2.50 ( Fig. 12 ). In the ice-

overed columns, this corresponds practically to the heat trans-

erred from the ocean to the ice base. In current ocean-sea ice

odels, and in our reference simulation in particular, the oceanic

eat flux is common to all ice categories. With MCO#2, it can vary

rom one category to another one, according to the specific ocean

onditions underneath. 

Considering first the subgrid-scale distribution in S2.50,

ig. 12 shows that the heat flux at the ice base tends to be larger

or thinner ice. In the Antarctic, the differences are limited to the

inter season and are of the order of 5 W m 

−2 between the

rst and the third and fourth categories, which is roughly 30 %

n relative terms. The highest fluxes are caused by enhanced ver-

ical mixing that brings more oceanic heat to the surface. With

ts large salt fluxes resulting from brine drainage, the fifth cate-

ory behaves in a similar way as the first. The same processes oc-

ur in winter in the Arctic as well, where the heat flux below the

hinnest ice is more than twice as high as below the thickest cat-

gory. However, in contrast to the SH, the fluxes are also hetero-

eneous in summer. At the maximum in August, the first, the sec-

nd and the other categories undergo fluxes of 27, 22 and around

0 W m 

−2 , respectively. This arises from differential penetration

f solar radiation for the different ice classes. On average, a maxi-

um difference of 15 W m 

−2 in the amount of energy reaching the

ce-ocean interface indeed exists between the first two categories

 Barthélemy et al., 2016 ). The lateral mixing between the columns

nd the penetration of shortwave radiation inside the ocean imply

hat only a third of this difference is reflected in the oceanic heat

uxes to the ice. 

Comparing the oceanic heat fluxes between experiments REF

nd S2.50 is also of interest. During winter in both hemispheres,

he REF curve tend to follow the S2.50 curve corresponding to the

ategory in which most ice lies (third in the NH and second in

he SH), suggesting modest differences between both simulations.

n summer the signal is clear nonetheless: the fluxes in the MCO

xperiment are systematically lower than in the reference simula-

ion. The difference is between 5 and 10 W m 

−2 in the Arctic on

verage, but reaches as much as 15 W m 

−2 in the Antarctic. The

ain source of heat to the ocean in summer is the warming by so-

ar radiation, which is maximum in open water. Without an MCO

cheme, the absorbed energy is immediately spread over the whole

rid cell. When MCO#2 is activated, the warming is concentrated

n the open water column. It reaches the under-ice only thanks to

he column homogenization, which is controlled by the mixing pa-

ameter f mix . This explains the lower ocean-to-ice heat fluxes, and

onsequently the reduced sea ice melt. This process also explains

hat the differences between MCO#2 and REF are the largest where

oncentration is low, because it is where the amount of solar en-

rgy entering the ocean is the highest. 

Also shown in Fig. 12 are the non-solar heat fluxes at the sur-

ace of open water/leads. When sea ice forms, this is actually not

he total heat loss to the atmosphere, but rather the flux needed

o keep the ocean close to the freezing point. The additional term

orresponding to the heat losses associated with the freezing of

eawater has no impact on the SST. This is the reason why it is

ot included in this diagnostics. Focusing on the surface boundary
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Fig. 11. Sea ice concentration (left) and mean thickness (right) in experiment REF, and differences with experiment S2.50, for August in the Arctic (upper panels) and for 

February in the Antarctic (lower panels). 

Fig. 12. Seasonal cycles of non-solar heat flux at the ocean surface under ice (left) and in open water/leads (right) in experiments REF and S2.50. The spatial averages are 

computed in the areas depicted in Fig. 3 and where sea ice concentration exceeds 15 %. 
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condition for the ocean, the changes between experiments with or

without MCO are substantial. The heat losses are higher in winter

because deeper convection in leads brings more heat to the surface

and in summer because the SST is higher in open water following

solar warming. The differences can reach several tens of W m 

−2 on

average. 

Given the high subgrid-scale variability of oceanic heat fluxes

with MCO#2, one may expect changes in the simulated ice thick-

ness distribution (ITD). The average concentration in each category

and the open water/lead fraction are presented in Fig. 13 for winter

and summer months, in the areas delineated in Fig. 3 and for sim-

ulations REF and S2.50. The mean ice thickness in a given category

differs much less between the two experiments than its concen-

tration, and is hence not shown in the figure. Although the differ-
 s  
nces are qualitatively well explained by the heterogeneity of heat

uxes discussed above, it turns out that MCO has quantitatively lit-

le influence on the ITD. The concentration of thick categories tend

o increase, at the expense of the thinner ones that undergo higher

eat fluxes, but the changes are at most a few percent. Attempts

o evaluate the modeled ITD against observations have shown er-

ors up to 20 % for some ice classes ( Barthélemy et al., 2016 ), i.e.

uch larger than the differences between the experiments ana-

yzed here. 

.4. Discussion 

The analysis of model results in the previous sections has

hown their high sensitivity to the homogenization time scale be-
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Fig. 13. Ice thickness distribution in experiments REF and S2.50, averaged in the areas depicted in Fig. 3 and where sea ice concentration exceeds 15 %, for February and 

August in the Arctic (left) and Antarctic (right). The value given for negative thicknesses represents the open water/lead fraction. 
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oceanic columns. 
ween the columns. In MCO#1, in which complete homogeniza-

ion takes place at each time step, i.e. every hour in our con-

guration, some effects exist at the subgrid scale but the model

ean state is practically unchanged. This indicates that the het-

rogeneity in surface fluxes due to the presence of sea ice is

ot sufficient to induce, over one hour, very different oceanic

egimes among the columns. A scheme like MCO#2 is therefore

equired to test the model sensitivity to a possible shift between

he columns that grows over a longer period, corresponding to sev-

ral time steps. Another strong motivation for MCO#2 is its ability

o decouple the homogenization time scale from the model time

tep, in case MCO principles would have to be tested in different

onfigurations. 

Among the MCO#2 sensitivity experiments, it appears that im-

acts are relatively weak for homogenization time scales up to

0 h in our setup. Effects on the ocean and on the ice become

ubstantial only for longer time scales. Typically, changes in the

ean fields start to occur in winter when the convection reaches

epths greater than the MLD in some of the columns. This pro-

ess indeed allows waters from below, whose properties differ

ignificantly from the surface, to be entrained within the mixed

ayer. While no convection occurs in summer, large-scale changes

n sea ice emerge when the homogenization is sufficiently slow to

et the solar radiation absorbed in open water be stored in the

orresponding column, thereby delaying its influence on the ice

elt. 

Since quantitatively the MCO impact strongly depends on how

ast the columns are homogenized, a physical estimation of the

ixing time scale would be highly valuable. This is however a

omplex problem, which is beyond the scope of the present study.

he mixing between columns is very likely variable in both space

nd time, depending first on their spatial distribution and second

n the ocean and ice dynamics. 

The column distribution is related to the size of ice floes of

ifferent thicknesses and how they are spread at the ocean sur-

ace. In a summer situation where small floes are evenly dis-

ributed among areas of open water, differences in water proper-

ies could be limited to a very thin layer close to the ice-ocean

nterface, while at greater depths, the large contact area between

he columns would prevent distinct ocean regimes. By contrast, in

 polynya in which sea ice is blown away from the coast by winds,

here may exist a clear distinction between the ice-free portion of

he area and the portion where thicker ice accumulates, allowing

eparate ocean columns to develop. The floe size distribution has

ong been recognized crucial for processes such as lateral melting

e.g., Steele, 1992 ). Its explicit modeling is nevertheless just start-
ng to be considered for inclusion in large-scale operational fore-

ast or climate models ( Zhang et al., 2015; Horvat and Tziperman,

015 ), which is promising for the current application. In the same

ein, a representation of the lead width distribution could be im-

ortant, as turbulent fluxes show a dependence on the size of leads

 Marcq and Weiss, 2012 ). 

The second factor that could influence the mixing of ocean

olumns is the ice-ocean relative velocities. If they are large, the

eterogeneous surface fluxes are not continuously applied on the

ame fractions of the water column. For instance, a 300 m wide

ce floe drifting at 10 cm s −1 needs less than one hour to be

oved away from the region it was initially occupying and thus

o cover another portion of the ocean surface. The model results

ndicate that such relative velocities are often encountered inside

he Antarctic ice pack, while the ice drift tends to be slower in the

rctic (not shown). Besides, the ice motion induces vertical shear

nd turbulent mixing in the upper layers of the ocean ( Morison

t al., 1992; Smith and Morison, 1993; Kantha, 1995; Skyllingstad

nd Denbo, 2001 ), that tend to homogenize the oceanic columns

uickly. Low relative velocities may thus be even more critical than

he distribution of ice floes in allowing large differences between

he columns. 

Although the discussion presented above is only qualitative, we

uspect that the homogenization time scale of 50 h used in exper-

ment S2.50 might be a high value in most conditions. The effects

hat we have examined in more detail in that simulation must

ence probably be considered as an upper limit for the impacts

f a subgrid-scale representation of ice-ocean interactions. Experi-

ent S2.250 should even more clearly be seen as an idealized test

ase. 

A direct estimation of the homogenization time scale from ob-

ervations would be extremely difficult to obtain. The required data

ould include repeated and simultaneous CTD profiles performed

nder different types of ice and in leads in a given area, in both

he freezing and melting seasons, and for different ice-ocean rel-

tive velocity regimes. This would have to be compared to ideal-

zed, detailed processes studies in a model, in order to determine

he horizontal mixing rate that gives the best agreement with ob-

ervations. Parameter estimation based on data assimilation (e.g.,

assonnet et al., 2014 ) might provide an alternative and help to

uide the development of an empirical parameterization of the

omogenization time scale, but the problem could be too loosely

onstrained for the method to be effective. Large eddy simulations

f the sea ice-ocean system might be another approach to study

he processes that modulate the horizontal mixing between the
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Other model features play a role in our estimation of MCO ef-

fects. In addition to the uncertainty on the mixing time scale, the

open water fraction and the particular concentrations of ice of dif-

ferent thicknesses provided by the ITD display clear biases, that

have a significant influence on the quantitative impact of MCO in

our experiments. A short examination of the LIM results against

IceBridge datasets ( Kurtz et al., 2013 ) has actually demonstrated

errors locally up to 20 % in the areal fractions of given ice cate-

gories. Compared to passive microwave satellite products, it also

appears that the model underestimates the amount of leads in

winter ( Barthélemy et al., 2016 ). 

A further issue regarding an accurate simulation of open water

in summer is the lack of explicit lateral melt in LIM, whose ade-

quate implementation is conditioned upon a representation of the

ice floe size distribution ( Steele, 1992 ). Although it is implicitly ac-

counted for through melt of thin ice in the ITD ( Bitz et al., 2001 ), it

does not constitute a source of freshwater at the top of the ice-free

column, as it should be. Yet, lateral melt during SHEBA represented

up to 29 % of the total change in sea ice mass ( Perovich et al.,

2003 ). The absence of runoff from the snow and surface ice melt,

or of a mechanism by which water originating from bottom melt

could accumulate and subsequently be flushed laterally, might be

a problem as well. Finally, Holland (2003) note that to achieve a

realistic representation of summer warming and freshening of the

open water surface, the latter must be embedded within the ice

cover, in order to hinder direct lateral mixing between the lead

and the under-ice ocean system. This is in line with the model-

ing results of Skyllingstad et al. (2005) . However, it raises technical

difficulties in a full three-dimensional model and has not been ad-

dressed here. 

Although it requires substantial modifications in the model, the

MCO scheme consists mostly in repeating several times the verti-

cal mixing and tracer update computations that are already done

in the reference code. Since the TKE and NPC schemes are time-

consuming portions of the code, our developments significantly

increase the model integration time. MCO#1 and MCO#2 are re-

spectively 1.4 and 2.2 times more demanding in CPU time than

the reference simulation. Optimization has not been a major con-

cern so far, but it is clear that both versions could benefit from

reducing the number of columns, possibly focusing on open water

and thin and thick ice classes only. Reducing the amount of output

fields in MCO#2 would be another straightforward source of per-

formance improvement. Finally, the memory use is also larger with

MCO#2 due to several additional three-dimensional fields that ex-

ist for all six columns (temperature, salinity, turbulent kinetic en-

ergy and turbulent mixing coefficients). 

5. Conclusions 

The sensitivity study presented in this paper intended to exam-

ine the effects of a representation of the heterogeneous nature of

sea ice-ocean interactions in the global model NEMO-LIM. A multi-

column ocean scheme has been developed, in which the subgrid-

scale surface boundary conditions related to the ice thickness dis-

tribution present in LIM can be explicitly taken into account. While

convection is always computed separately in open water and un-

der the ice categories, whether distinct temperature and salinity

profiles are allowed to be maintained over several time steps dic-

tates if the model turbulent mixing scheme has to be called indi-

vidually in each column as well. This distinction gives rise to two

scheme versions that differ significantly in complexity. Nonethe-

less, model computations relative to ocean dynamics and lateral

mixing are unmodified in both cases. 

By using the actual buoyancy fluxes and column areas provided

by the sea ice model, if lateral mixing occurs at each time step,
here exist subgrid-scale effects in ocean convection but large-scale

mpacts on the model mean state are practically nonexistent. One

ption to artificially amplify the effect of subgrid-scale fluxes is to

pply the salt rejections in a column of arbitrarily small extent as

n Jin et al. (2015) . We rather chose to maintain the columns over

everal time steps. By doing so, we obtained a number of phys-

cally plausible effects. The major ones are a reduction in mixed

ayer depths and an increase in sea ice extent and volume at

he seasonal minimum, themselves explained by decreases in the

ceanic heat flux at the ice base. Mean temperature and salin-

ty profiles are only weakly affected. Nevertheless, in the Antarc-

ic, changes of up to 0.15 °C are found at a few hundreds meters

epth in the Ross and Weddell Seas and along the coast of East

ntarctica, which are key areas for the formation of bottom wa-

ers. The length of our model runs is however too short to evaluate

he long-term effects of the multi-column ocean scheme on these

ater masses. In the particular configuration used in our analy-

is, the scheme causes the model to underestimate mixed layer

epths, mostly in the Antarctic, and reinforces the positive sum-

er ice bias. The increase in Southern Hemisphere summer sea ice

ould actually be beneficial with other setups and forcing formu-

ations, in which the Antarctic minimum extent is often too low

e.g., Rousset et al., 2015 ). 

We noted that substantial effects on the ocean and sea ice

tart to appear when the time scale of homogenization between

he columns is of the order or larger than 10 h. The large sensi-

ivity to this time scale implies that additional work is required

o estimate the lateral mixing rate from a strong physical basis,

nd thereby to reach a robust implementation of the multi-column

cean scheme and an precise quantitative evaluation of its impact.

his is dependent on several other model features, among which

n accurate representation of the ice thickness distribution and

f the open water fraction, floe size distribution, lateral melting,

unoff from the ice and embedment of leads within the sea ice

over. Those are all topics which deserve additional research and

evelopments. 

To fulfill the objective of this study, an advanced multi-column

cean scheme has been developed, making use of the full ice thick-

ess distribution of LIM. This comprehensive scheme allows an in-

epth examination of the role of subgrid-scale sea ice-ocean inter-

ctions. It would also be a highly valuable tool to assess their im-

acts in atmosphere-ice-ocean coupled simulations, or with mod-

ls including a representation of the biogeochemistry (e.g., Long

t al., 2015 ). This fully justifies the computational overhead asso-

iated with it. For other applications though, the first order ef-

ects could be captured using a simplified version of the scheme.

he most important feature to include in a model is certainly

he stark contrast between the open waters and the under-ice,

hich is much larger than between the different ice classes. Allow-

ng the existence of separate upper ocean temperatures in sum-

er for the ice-covered and open water fractions of grid cells,

or a time scale longer than the model time step, appears to be

he minimal requirement in terms of subgrid-scale sea ice-ocean

nteractions 
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