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a b s t r a c t

A correction for katabatic winds and polar easterlies is developed to deal with their dramatic underesti-
mation by the atmospheric component of a coarse-resolution global coupled climate model. This correc-
tion relies on a comparison of the atmospheric surface circulation simulated by the model with the one
provided by a regional atmospheric model, and consists of wind stress modifications in the vicinity of the
Antarctic coast. Corrections are spatially varying and different for both wind components. The impacts of
the correction on the modelled Antarctic sea ice and World Ocean’s properties on long timescales are
assessed, showing that katabatic winds thin sea ice and strongly enhance its production along the con-
tinent. Consequently, the formation rate, salinity and temperature of the Antarctic Bottom Water are
increased. This leads to model results in better agreement with observations, especially in the deep ocean
where the mean errors in temperature and salinity decrease by 9% and 37%, respectively. Hence, correct-
ing katabatic winds seems to be an appropriate way to improve the representation of sea ice-related
surface processes around Antarctica.

� 2012 Elsevier Ltd. All rights reserved.
1. Introduction

Katabatic winds are amongst the most intensively studied fea-
tures of the Antarctic climate. Their origin lies in the negative radi-
ative budget of the dome-shaped ice sheet surface, which causes
air masses to get cold and dense enough to flow downslope to-
wards the coast, especially in winter. Topographically induced con-
fluence zones are responsible for the strength and the persistence
of the katabatic flow in several narrow zones near the coastal mar-
gin (Parish, 1988).

In such zones and in conjunction with barriers blocking the drift
of sea ice (such as capes, islands or glacier tongues), katabatic
winds are able to open coastal latent heat polynyas (Bromwich
and Kurtz, 1984; Zwally et al., 1985; Adolphs and Wendler,
1995; Massom et al., 1998), i.e. large open water areas within the
ice pack, from which newly formed ice is blown away. Among
the 28 coastal polynyas listed along East Antarctica by Massom
et al. (1998), 18 are at least partly forced by katabatic winds. These
ice-free areas undergo intense heat losses to the atmosphere
(Maykut, 1978), which promote high ice production rates. The sub-
sequent brine rejection affects the stability of the water column,
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possibly leading to ocean convection and vertical mixing (Morales
Maqueda et al., 2004).

The sinking of high density waters formed and accumulated on
the continental shelf as a result of brine release has long been iden-
tified as one of the major mechanisms of Antarctic Bottom Water
(AABW) production in the Weddell Sea (Gill, 1973). However, sim-
ilar processes seem to be occurring in the Ross Sea and along the
east coast of Antarctica (Jacobs, 2004; Williams et al., 2010). As a
consequence, a poor representation of high latitude surface pro-
cesses in global ocean general circulation models can induce large
biases in the modelled deep ocean properties (Kim and Stössel,
1998; Goosse and Fichefet, 1999).

To overcome this problem in ocean circulation models, it has
been proposed to restore the surface salinity towards observed cli-
matologies (e.g., Toggweiler and Samuels, 1995) or to enhance the
surface salinity to ad hoc higher values in specific regions around
Antarctica (e.g., England, 1992, 1993). Nevertheless, this is thought
to improve model results for wrong physical reasons and to distort
the processes of deep water formation (Toggweiler and Samuels,
1995). Moreover, these approaches are inadequate for an accurate
modelling of important biological and CO2 exchange processes that
are concentrated in polynya regions (e.g., Long et al., 2011). Another
common practice to improve the deep ocean ventilation or the deep
water formation in coarse-resolution ocean models is the carving of
the topography. This method also lacks any physical justification.

In coupled sea ice–ocean models, the interactions between sea
ice and ocean responsible for the production of high salinity shelf
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waters are explicitly represented, but other difficulties arise from
the lack of strong katabatic winds in the atmospheric forcings gen-
erally used to drive them (e.g., Stössel et al., 2011). The resolution
of global atmospheric general circulation models and reanalyses is
indeed insufficient to account for the local topographic variations
that largely influence the katabatic flow (Jourdain and Gallée,
2011). To tackle this issue in the ERA40 global reanalysis (Uppala
et al., 2005), Mathiot et al. (2010) developed a local correction of
the winds in the vicinity of Antarctica, based on a comparison
between the low-level circulation in the reanalysis and the one
simulated by a regional atmospheric model. They applied this cor-
rection in a relatively high-resolution global ocean-sea ice model,
focussing on the improvement in the representation of water mass
properties on the continental shelf in a 44-year simulation span-
ning the period 1958–2001.

In order to complement this work, the present study aims at
studying the sea ice and deep ocean long-term response to the
introduction of a katabatic wind correction. To perform the thou-
sand year long simulations required for such an analysis, the Earth
system model of intermediate complexity LOVECLIM is an appro-
priate tool, as it is much faster than the one used in Mathiot
et al. (2010). Furthermore, since LOVECLIM is a coupled model, it
is able to represent the interactions between atmosphere and
ocean. A correction similar to the one proposed by Mathiot et al.
(2010) is first developed for LOVECLIM. Two simulations are then
performed, including or not the new katabatic wind correction,
in order to assess its effects on sea ice and the World Ocean.

The paper is organised as follows. The LOVECLIM model, the
katabatic wind correction and the experimental design are
described in Section 2. Results are presented and discussed in
Section 3. We first deal with the effects of the correction on sea
ice, then we consider its impacts on the ocean. A summary of our
findings and concluding remarks are finally given in Section 4.
2. Methodology

2.1. The LOVECLIM model

LOVECLIM is a three-dimensional Earth system model of inter-
mediate complexity, described in detail in Goosse et al. (2010). In
this study, we use version 1.2 of this model without interactive
ice sheet and ocean carbon cycle components. The atmospheric
component is ECBilt (Opsteegh et al., 1998), a T21, quasi-
geostrophic model, with three vertical levels at 800 hPa, 500 hPa
and 200 hPa. In the physical space, the corresponding grid resolu-
tion is about 5.6� in latitude and longitude. The ocean is represented
by CLIO (Goosse and Fichefet, 1999), which consists of an ocean
general circulation model coupled to a comprehensive thermody-
namic–dynamic sea ice model, with a horizontal resolution of 3�
by 3�. The vertical discretization follows the simple so-called
‘‘z-coordinate’’, and there are 20 vertical levels in the ocean, with
depths ranging from 10 m at the surface to 750 m close to the bot-
tom. ECBilt and CLIO are further coupled to the VECODE land
surface model (Brovkin et al., 2002) that simulates the vegetation
dynamics.
2.2. Low-level circulation around Antarctica

The atmospheric surface circulation off Antarctica is character-
ised by two major features. Firstly, strong katabatic winds blow
offshore in the coastal areas situated downstream of topographi-
cally induced confluence zones. Those winds lose their dynamical
support when they reach the nearly horizontal ice shelves or the
ocean, but they can extend over a few tens of kilometers offshore
(Bromwich and Kurtz, 1984; Adolphs and Wendler, 1995). They
are thus able to interact with sea ice to create coastal polynyas.

The second feature of the low-level circulation is polar easter-
lies, blowing at an average latitude of 66� S. Easterlies are mainly
due to the low pressure band surrounding the continent (King
and Turner, 1997), but are also supported by the deflection of the
katabatic flow to the left by the Coriolis force (Davis and McNider,
1997).

A comparison of the surface wind field simulated by LOVECLIM
in the vicinity of Antarctica with the one simulated with the Modèle
Atmosphérique Régional (MAR, see next section; Gallée and
Schayes, 1994) reveals the deficiencies of LOVECLIM in the repre-
sentation of coastal winds. The upper and centre panels of Fig. 1
show the mean meridional and zonal wind stress components sim-
ulated in September, i.e. when katabatic winds are strongest, by
MAR between 1980 and 1989 and by LOVECLIM in a quasi-equilib-
rium run under preindustrial conditions. Offshore winds are dra-
matically too weak in LOVECLIM, except in the western part of
the Ross Sea. Easterlies are better represented, though also underes-
timated along the continent. Both the coarse horizontal and vertical
resolutions and the simplistic representation of the atmospheric
boundary layer in LOVECLIM explain those biases in the simulation
of coastal winds.

2.3. Correction of katabatic winds

Ocean modellers have proposed different corrections to face the
issue of the katabatic wind underestimation in global atmospheric
models and reanalyses. Kim and Stössel (1998) fix the (northward)
meridional component of the wind velocity to 20 m s�1 along the
coast of East Antarctica, the Amundsen Sea and the Bellingshausen
Sea, and to 10 m s�1 elsewhere. Röske (2006) corrects the magni-
tude of the wind speed by an offset which is proportional to the
difference between the wind velocity over sea and the wind veloc-
ity over land if the air temperature is below 0 �C. Mathiot et al.
(2010) propose to apply a correction to both the meridional and
zonal components of the wind velocity in the ERA40 atmospheric
reanalysis, in the form of a positive scale factor deriving from a
comparison of coastal winds in the reanalysis with the ones simu-
lated by the regional model MAR. Our work is based on their
method.

As observations are too sparse to provide a quantitative picture
of the katabatic flow at the continental scale, the correction relies
on a simulation performed with the regional model MAR, as
discussed in Mathiot et al. (2010). This mesoscale, primitive-equa-
tion atmospheric model is fully described in Gallée and Schayes
(1994). In addition to its fine horizontal (100 km) and vertical
(10 m for the lowermost layer) resolutions, MAR has surface
roughness length parameterizations specifically designed to pro-
vide a realistic low-level circulation. The simulated katabatic
winds are indeed in good agreement with observations, as shown
by Mathiot et al. (2010) and Jourdain and Gallée (2011).

Given the katabatic wind large spatial variability, the applied
corrections must be local. As the CLIO resolution at 70� S is around
300 km by 100 km (in the meridional and zonal directions, respec-
tively), the correction should only affect the ocean grid points adja-
cent to the coast. Also, because latent heat polynyas driven by
katabatic winds are usually situated in the lee of features blocking
drifting sea ice, both wind components must be corrected. For the
sake of simplicity, our correction will neglect the seasonal cycle of
the katabatic flow, and constant corrections are hence computed
for the meridional and zonal wind stresses at each coastal point
in the CLIO grid.

The quantitative comparison of the LOVECLIM and MAR surface
wind fields is done as follows. We average the wind stresses sim-
ulated by LOVECLIM over the last 10 years of a 2000 year long



Fig. 1. September meridional (sy, left) and zonal (sx, right) wind stresses (in N m�2), simulated by MAR (upper part) and LOVECLIM (centre part), and corrected along the coast
as described in Section 2.3 (lower part).
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quasi-equilibrium simulation under preindustrial conditions, as
well as the wind stresses provided by MAR over the period
1980–1989. Thus the conditions slightly differ between MAR and
LOVECLIM experiments, but differences in the simulated winds
are essentially due to the models physics and resolutions. Besides,
the corrections that we will derive will be specific to the present
climate, therefore they should ideally be recalculated for use in
past climate simulations or climate change scenarios. However,
even for such simulations, the correction presented in this study
is sufficient to provide a first order estimation of the effects of kat-
abatic winds. After interpolating the MAR fields onto the CLIO grid,
we compute, for each coastal point, the ratio of and the difference
between both components of the annual mean wind stress. We
introduce the following definitions:

qy ¼
sy;MAR

sy;LOVECLIM
; qx ¼

sx;MAR

sx;LOVECLIM
; ð1Þ

dy ¼ sy;MAR � sy;LOVECLIM; dx ¼ sx;MAR � sx;LOVECLIM; ð2Þ



Table 1
Corrections applied to the meridional (upper part) and zonal (lower part) wind
stresses in LOVECLIM, along with the number of coastal points in each case. The total
number of coastal points is 126. See Section 2.3 for the definitions of qy, qx, dy and dx.

Case # Points a b

qy < �6 13 (10%) 1 dy

�6 < qy < 0 21 (17%) qy 0
0 < qy < 6 66 (52%) qy 0
6 < qy 26 (21%) 1 dy

qx < �6 2 (2%) 1 dx

�6 < qx < 0 15 (12%) 1 0
0 < qx < 6 105 (83%) qx 0
6 < qx 4 (3%) 6 0
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where the s are the annual mean wind stress components, with
subscripts indicating the direction and the model. According to
the value of qx and qy, the wind stress correction takes the form
of either a scale factor a or an offset in stress b. The various cases
are listed in Table 1.

We first consider meridional wind stresses. If the absolute value
of the ratio qy is smaller than 6, we apply a multiplicative correc-
tion ay, equal to qy itself. This increases the strength of the katabat-
ic winds underestimated in LOVECLIM, and corrects their direction
where �6 < qy < 0. In order to insure the numerical stability of the
ocean model, the scale factor ay, which will multiply the instanta-
neous wind stresses, is limited to a maximum value of 6. The latter
is chosen according to the distribution of the ratios qx and qy at all
coastal points, which shows an abrupt decline at a value of about 6.
The points where jqyj > 6 are located in regions where LOVECLIM
winds are very weak while strong katabatic winds are present in
MAR. As no proportionality can be deduced between the winds
in the two models, the correction takes the form of an offset in
wind stress by, equal to dy.

The methodology applied for the zonal wind stresses for
0 < qx < 6 and qx < �6 is the same as for the meridional ones, but
it differs in the two other cases. First, no correction is applied
where �6 < qx < 0. This aims at avoiding spurious sea ice conver-
gence or divergence zones along the coast, in places where the cor-
rection would change the direction of sea ice drift. The reasoning
does not apply to the 2 points where qx < �6, since these are situ-
ated along the west coasts of the Ross Sea and the Antarctic Penin-
sula, where zonal winds are actually offshore winds. Second, where
qx > 6, we use a scale factor ax equal to 6, which only causes a slight
underestimation of wind stresses at these few points in LOVECLIM
compared to MAR.

When the katabatic wind correction is activated, the wind stres-
ses calculated from the atmospheric component are modified, at
each time step, as:

sy;corrected ¼ aysy;LOVECLIM þ by; ð3Þ

and similarly in the zonal direction.
The lower panels of Fig. 1 show how the September wind field is

corrected around Antarctica. In spite of the fact that corrections are
constant in time, the seasonal cycle is relatively well approximated
(not shown). In September, the intensity of coastal easterlies in-
creases nearly everywhere. Katabatic winds appear as a patchy pat-
tern, reflecting their high spatial variability. Particularly strong
winds are encountered around 70� E and 150� E, but nearly all coast-
al regions undergo higher offshore winds. It should be noted, how-
ever, that the coarse resolution of CLIO allows representing only
the gross features of the low-level circulation along the continent.

2.4. Experimental design

Two simulations are performed in order to evaluate the impact
of the katabatic wind correction on sea ice and ocean. The first one
corresponds to the standard configuration of LOVECLIM (Goosse
et al., 2010) and is referred to as CTRL. The katabatic wind correc-
tion is activated in the second simulation, named KATA. Because
we aim at studying the long-term response of the climate simu-
lated by LOVECLIM, CTRL and KATA are 2000 year long quasi-equi-
librium runs under preindustrial conditions, and we examine
the outputs averaged over the last 100 years.
3. Results and discussion

The following discussion first deals with the changes in sea ice
caused by the introduction of the katabatic wind correction in
LOVECLIM. We will focus on the winter season, when sea ice is
present along the whole Antarctic coast and when katabatic winds
have their major impacts. Then, we consider the response of the
Southern Ocean. Finally, we examine temperature and salinity
changes in the World Ocean.
3.1. Sea ice

Sea ice concentration exhibits widespread changes in response
to the introduction of katabatic winds. Fig. 2 shows the simulated
concentration in September in the CTRL simulation and the differ-
ence between KATA and CTRL. Although the correction only acts
along the coast, the most significant variations occur within the
ice pack and along the ice edge, reaching ±50% in some areas. They
are linked with oceanic processes discussed in Section 3.2. Along
the continent, the decrease in sea ice concentration is rather lim-
ited. Moreover, the largest changes do not match the strongest
katabatic winds. Our correction being based on the MAR wind
fields smoothed and interpolated onto the CLIO grid, the resulting
smoothed coastal winds are seemingly too weak to have a large
impact on local ice concentration.

On the contrary, sea ice thickness experiences a much stronger
response along Antarctica, reflecting the transport of ice by katabat-
ic winds. When averaged over all the coastal ocean grid cells and
over the winter season (from April to September), thickness de-
creases by 23%, while concentration is lower by only 6% (Table 2).
Furthermore, in the case of thickness, the largest changes tend to
occur in regions undergoing the most intense winds (Fig. 3). The
thinning exceeds 1 m in several regions and reaches around 1.5 m
close to 130� W, for instance. On the other hand, thickness is higher
in the open ocean, where sea ice is advected.

The changes in total ice extent or volume in the Southern Hemi-
sphere appear rather small. The winter mean total sea ice extent
decreases by 3%, from 19.7 � 106 km2 in CTRL to 19.1 � 106 km2

in KATA. In September, the simulated sea ice edge is displaced
northwards between 20� W and 80� E in KATA, a region where
LOVECLIM underestimates the ice extent. The agreement between
the model results and observations is however not significantly in-
creased in the other regions, where the ice edge changes remain
small.

As Antarctic coastal regions in the Southern Ocean are in con-
tact with the coldest air masses, more than half of the ice volume
produced in winter in the CTRL simulation is formed along the con-
tinent (Table 2), in regions only accounting for 24% of the mean sea
ice extent in the considered period. When the katabatic wind cor-
rection is activated, this fraction of the ice produced in the first
oceanic grid cells reaches 77%. The decrease in sea ice thickness
(and, to a lesser extent, in sea ice concentration) allows enhanced
heat losses to the atmosphere, and hence an increase in the ice pro-
duction rate of 53%. It should be noted, however, that the addi-
tional 2.6 � 103 km3 of sea ice produced along the coast exceeds
the 0.9 � 103 km3 increase in total ice volume produced, indicating



Fig. 2. Sea ice concentration in September, in CTRL (left) and the difference between the two simulations (KATA–CTRL, right). Red (blue) areas correspond to higher (lower)
concentration in KATA. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Table 2
Winter mean properties and production of sea ice along the coast. Variables are
averaged or cumulated over a period from April to September and over the coastal
ocean grid cells around the whole Antarctica (except for the total volume produced
and the total sea ice extent).

Variable CTRL KATA

Concentration (%) 88 83
Thickness (m) 1.04 0.80
Production rate (m month�1) 0.18 0.27
Volume produced (103 km3) 5.0 7.7
Total volume produced (103 km3) 8.9 9.9
Fraction of total volume produced
along the coast (%) 56 77
Total sea ice extent (106 km2) 19.7 19.1
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that the net production in the open ocean is lesser in KATA. Math-
iot et al. (2010) obtained a similar result.

The annual sea ice production, defined as the ice produced
minus the ice melted in one year in each grid cell, is presented in
Fig. 4. In CTRL, production tends to concentrate in regions where
winds and coastal configuration cause a divergence of the sea ice
Fig. 3. Sea ice thickness in September, in CTRL (left) and the difference between the two
in KATA. (For interpretation of the references to colour in this figure legend, the reader
cover. The best example is the western part of the Ross Sea, where
strong southerly winds are inducing an ice production of more
than 4 m year�1. Ice formed at high latitudes is then transported
northwards and melts essentially between 65� S and 55� S, on an
annual average.

The contrast between coastal regions and the open ocean is
strengthened by the correction of coastal winds: both the coastal
production and the open ocean melt increase in KATA. Higher pro-
duction rates are encountered in places where ice divergence is
more pronounced, because of particularly strong katabatic winds
(e.g., 70� E, compare Figs. 1 and 4), of a combination of katabatic
winds and easterlies (e.g., 120� W) or of easterlies only (e.g.,
80� E). The increase in production exceeds 1 m year�1 in numerous
areas. As a result, the katabatic wind correction induces a signifi-
cant enhancement in brine rejection along the coast, while the
freshwater flux to the ocean increases in the open ocean.

3.2. Response of the Southern Ocean

In the ocean model CLIO, in addition to the turbulence closure
scheme (Goosse et al., 1999), the vertical mixing due to convection
simulations (KATA–CTRL, right). Red (blue) areas correspond to thicker (thinner) ice
is referred to the web version of this article.)



Fig. 4. Annual sea ice production (in m year�1), in CTRL (left) and the difference between the two simulations (KATA–CTRL, right). For CTRL, red (blue) areas correspond to a
net production (melt). For the difference, red (blue) areas correspond to higher (lower) production in KATA. (For interpretation of the references to colour in this figure legend,
the reader is referred to the web version of this article.)
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is represented through a convective adjustment scheme: when the
water column is statically unstable on a vertical depth range great-
er than 100 m, the vertical diffusivity is increased to 10 m2 s�1. The
depth of convection simulated in September is represented in
Fig. 5. In the open ocean, the higher freshwater flux in KATA stabi-
lizes the water column and hence results in a reduction of
convection.

Along the coast, changes in convection are not linked with the
amount of additional salt rejected, but rather depend on the pres-
ence of a continental shelf in the model. In coastal regions between
100� E and 140� E, the continental shelf is too narrow to be repre-
sented at the CLIO resolution. The slight increase in brine rejection
in this area causes a dramatic deepening of the oceanic convection,
reaching more than 400 m. When additional salt release takes
place on the continental shelf, as it is the case in basically all other
regions, such an enhancement in convection does not occur.
Waters with higher salinity (typically 0.1 psu) actually accumulate
on the shelf, particularly close to the bottom. The mean vertical
density profile of the water column is consequently more stable,
which prevents any strong deepening of the convection. In the
Fig. 5. Depth of convection (in m) in September, in CTRL (left) and the difference betwe
(shallower) convection in KATA. (For interpretation of the references to colour in this fi
southwestern part of the Ross Sea, on average, this even results
in a somehow counter-intuitive reduction of the convection.

Sea surface temperature (SST) changes between KATA and CTRL
are displayed in Fig. 6. Between 20� E and 80� E, the surface cooling
is related to the decrease in vertical mixing. In the other regions,
the variations in SST mostly arise from slight modifications in the
path of the Antarctic Circumpolar Current (ACC). Because the
ACC is approximatively in geostrophic equilibrium, these modifica-
tions are understood as a consequence of changes in salinity gradi-
ents, and hence in density gradients, in the Southern Ocean. The
changes in the ACC path are responsible for large temperature
changes, since the current is associated with large meridional tem-
perature gradients (Orsi et al., 1995). The ACC shifts southwards
and brings warmer waters closer to Antartica around 170� E,
between 160� W and 120� W and around 30� W. Inversely, it is
displaced northwards around 170� W and 50� W, and to a lesser
extent between 80� E and 130� E, leading to an ocean cooling in
those regions. The current also experiences a slight increase in
strength, from 118.7 Sv through the Drake Passage in CTRL to
121.8 Sv in KATA.
en the two simulations (KATA–CTRL, right). Red (blue) areas correspond to deeper
gure legend, the reader is referred to the web version of this article.)



Fig. 6. Sea surface temperature difference (in �C) between the two simulations
(KATA–CTRL), in September. Red (blue) areas correspond to higher (lower) surface
temperature in KATA. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)
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A comparison of Fig. 6 with Fig. 2 indicates that the major fea-
tures of sea ice concentration changes are consistent with the vari-
ations in SST described above. However, the matching between
concentration and surface temperature changes is lesser than be-
tween surface temperature changes and their suspected oceanic
causes (i.e. ACC shifts and changes in vertical mixing). This sug-
gests that SST changes have indeed an oceanic origin, rather than
being caused by ice concentration variations combined with the
albedo-temperature feedback. Besides, the role of the atmosphere
appear limited. The latter slightly adjusts in response to oceanic
Fig. 7. Zonally integrated meridional streamfunction in the World Ocean, in CTRL (upp
around positive contours.
changes, without significant large-scale feedbacks on the ocean
(not shown).

The above-mentioned changes in ocean and sea ice result from
the effects of katabatic winds on sea ice transport along the coast,
rather than in direct effects on ocean dynamics. The present anal-
ysis has indeed been conducted with a version of the correction in
which katabatic winds impact only sea ice transport (Barthélemy,
2011). Results were both qualitatively and quantitatively similar.
3.3. Large-scale temperature and salinity changes

Higher density (because of higher salinity) waters present at
depth on the Antarctic continental shelf increase by 38% the down-
slope flow from the shelf (from 3.4 Sv to 4.7 Sv), which is parame-
terized following Campin and Goosse (1999) in LOVECLIM. The
Antarctic Bottom Water (AABW) production (diagnosed as the
maximum of the meridional overturning streamfunction in the
Southern Ocean) is consequently enhanced, by 2.8 Sv, reaching
17.6 Sv in the KATA simulation. However, the export of AABW to
the other basins remain unchanged. The circulation of the North
Atlantic Deep Water (NADW) is also unaffected (Fig. 7).

Deep water properties are especially influenced by katabatic
winds. Zonal averages of salinity changes between KATA and CTRL
are shown in Fig. 8, along with a comparison between the CTRL
simulation and the observational data from the World Ocean Atlas
(Conkright et al., 2002). They are computed between 72� W and
24� E, between 24� E and 135� E and between 135� E and 72� W,
corresponding approximatively to the Atlantic, the Indian and the
Pacific sectors of the Southern Ocean, respectively.

Considering each oceanic basin separately reveals that changes
are associated with an increase in the AABW salinity. Indeed, high-
er salinity is found in KATA in regions occupied by that water mass,
that is the whole deep ocean in the Indian and Pacific sectors, but
in the Atlantic sector only in the Southern Ocean close to the
er part) and KATA (lower part). The contour interval is 5 Sv. The flow is clockwise
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bottom because of the presence of NADW above AABW. The in-
crease in salinity reaches 0.1 psu in the southern Atlantic and at
depth in the southern part of the Indian Ocean, but has a typical
value of 0.03 psu elsewhere.

On the other hand, the decrease in salinity caused by the en-
hanced sea ice melt in the open ocean in KATA is initially limited
to the upper layers of the Southern Ocean. The oceanic circulation
and mixing then spread this decrease, which eventually reaches all
the regions that are not occupied by AABW, consistently with the
conservation of salt in the World Ocean in LOVECLIM.

The AABW also displays a clear warming (not shown), of typi-
cally 0.2 �C but exceeding 0.4 �C at depth close to Antarctica. This
is thought to be due to the mixing of waters originating from the
shelf, during their sinking towards the deep ocean, with warmer
water masses brought close to the continent by the shifts in the
ACC path. Between 20� E and 80� E, where the ACC position does
not change substantially, the warming at depth is due to the reduc-
tion in vertical mixing.

A comparison with observations indicates that the katabatic
wind correction improves the representation of deep water proper-
ties in LOVECLIM. The right panels of Fig. 8 show that the AABW is
too fresh and the NADW is too salty in the CTRL simulation. These
biases are partly reduced in KATA (note that the salinity scale dif-
fers between left and right parts of the figure). Also, regionally, the
improvements are noticeable. The global and annual mean abso-
lute error in salinity decreases by 11% (from 0.14 psu in CTRL to
0.13 psu in KATA). Fig. 9, which displays the mean errors as a func-
tion of depth, shows that the KATA simulation is especially better
in the deep ocean. Below 2000 m, the mean error indeed decreases
by 37%.
Fig. 8. Salinity difference (KATA–CTRL, in psu, left) and initial error on salinity (CTRL–O
(centre part) and the Pacific (lower part) basins. For the difference, red (blue) areas corres
an excess (shortfall) in salinity in CTRL, with respect to observations. The salinity scale di
the reader is referred to the web version of this article.)
Ocean temperatures are also in better agreement with observa-
tions when the katabatic wind correction is activated. The mean
ocean temperature increases by 0.07 �C, which corresponds to a
reduction in the LOVECLIM bias of around 15%. Furthermore, the
global mean error decreases by 7%, and up to 9% below 1000 m,
as suggested by the lower panel of Fig. 9.

4. Conclusions

In spite of their influence on coastal processes and on the deep
ocean properties, katabatic winds are generally poorly represented
in global climate models and reanalyses. The LOVECLIM model is
no exception. In this study, we have tested a correction for katabat-
ic winds and easterlies in the Southern Hemisphere to compensate
for their underestimation in its atmospheric component. The cor-
rections derive from a comparison of the mean wind stresses sim-
ulated in the vicinity of Antarctica by LOVECLIM and by a regional
atmospheric model. They are constant in time, but varying in space
and different in each direction. Their long-term impacts on sea ice
and ocean are evaluated on the basis of two quasi-equilibrium sim-
ulations, including or not the new correction.

First, the katabatic wind correction has a significant influence on
Antarctic sea ice. Along the continent and during winter, sea ice is
thinner by 23%, while ice production increases by 53%. Away from
the coast, the ice concentration undergoes large variations as a result
of oceanic adjustments. The atmosphere plays only a passive role.

Second, the enhancement in brine rejection along the coast dee-
ply impacts the Southern and World Oceans. The downslope flow
from the continental shelf increases by 1.3 Sv and the production
of AABW is higher by 2.8 Sv. Properties of AABW are also affected.
BS, in psu, right), in annual and zonal mean in the Atlantic (upper part), the Indian
pond to higher (lower) salinity in KATA. For the error, red (blue) areas correspond to
ffers in each case. (For interpretation of the references to colour in this figure legend,
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This water mass is saltier and warmer when katabatic winds are
included in the model, in better agreement with observational
estimates.

The present study demonstrates the sensitivity of LOVECLIM to
oceanic surface conditions in the Antarctic region. It further shows
that a simple representation of coastal winds is already sufficient
to significantly improve the model results at large scale. Further-
more, the correction not only reduces the large-scale biases, but
also leads to improvements at the regional scale, as can be seen
from the decrease in the mean absolute errors in deep ocean salin-
ity (�37% below 2000 m) and temperature (�9% below 1000 m).

Our results have been obtained with a coarse-resolution model.
In particular, the ocean model does not resolve eddies that play an
important role in the dynamics of the Southern Ocean (e.g., Farneti
et al., 2010; Hallberg and Gnanadesikan, 2006). Our conclusions
regarding the long-term impact of katabatic winds must thus be
confirmed with higher-resolution models.

However, the approach used in this study to deal with the
underestimation of katabatic winds and easterlies provides an
elegant way to face some common problems in ocean and climate
models. It limits excessive open ocean convection in the Southern
Ocean and increases the salinity of AABW and of continental shelf
waters. Moreover, it obviates the need for artificial salinity
enhancements around Antarctica and does not require any a poste-
riori tuning. We have tested it here using an intermediate com-
plexity model, but the present resolution of coupled climate
models used in the assessments made by the Intergovernmental
Panel on Climate Change (IPCC; Randall et al., 2007) also prevent
them to correctly simulate the katabatic flow. We thus expect that
including such a correction would improve the results of those cli-
mate models too.
Fig. 9. Mean absolute error in salinity (in psu, upper part) and in temperature (in
�C, lower part) as a function of depth, on an annual average, for CTRL (red) and KATA
(blue). (For interpretation of the references to colour in this figure legend, the
reader is referred to the web version of this article.)
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