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[1] Landfast sea ice cores from two sites in Point Barrow, Alaska, extracted between 1999
and 2001, show a progressive desalination and a corresponding shape transition in the
salinity profile starting at snowmelt onset, around 1 June. The vertical percolation of fresh
surface meltwater through the permeable ice matrix (flushing) has long been supposed to
control this transition. A parameterization of flushing in bare ice is formulated. It is
incorporated into the semiempirical winter sea ice desalination model of Cox and Weeks
(1988), coupled to the one-dimensional thermodynamic sea ice model of Bitz and
Lipscomb (1999) and forced under Point Barrow conditions. Adjustment to the original
Cox and Weeks parameterization of gravity drainage was necessary to give reasonable
agreement with observations in winter. With this change the model has the potential to
simulate the full seasonal cycle of the Arctic salinity and mass balance of typical Arctic
ice. In summer, the model salinity profile closely follows the observations. The model
upper ice temperatures are slightly too cold. At the thin snow (Chukchi Sea) site, the
model simulates the observed snow depth and ice thickness well. At the thick snow (Elson
Lagoon) site, the snow disappears 7 days earlier than observed, which results in
underestimating ice thickness. Sensitivity experiments suggest that a more realistic
representation of snow and meltwater physics would significantly improve the simulation.
Because of the effects of brine drainage on the sea ice mass balance and oceanic
circulation, including the time dependence of the ice salinity profile would significantly
improve the next generation of sea ice models.
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1. Introduction

1.1. Importance of Sea Ice and Its Salinity

[2] Sea ice acts as a damping membrane between atmo-
sphere and ocean, modulating exchanges between them in
polar regions. Transfer of radiation (through high albedo),
momentum, heat (through low thermal conductivity) and
mass (through freshwater and tracers) exchanges are affected.
[3] Sea ice is a saline medium. A fraction of oceanic salt

is trapped in the ice during formation, while the remainder is
rejected into the ocean. The salt in sea ice is not locked
within the ice crystalline lattice, but dissolved within liquid
inclusions of brine. As this brine is progressively drained,
the ice desalinates [Cox and Weeks, 1974; Weeks and
Ackley, 1986].
[4] The ice salinity affects sea ice thermodynamic prop-

erties. First, each part per thousand (%) of sea ice salinity
lowers the seawater freezing point by 0.054�C [Assur,
1958]. Second, the phase composition of sea ice depends

on salinity and temperature. The saltier and warmer the ice,
the larger the relative brine volume [Frankenstein and
Garner, 1967]. Thus the sea ice thermal properties depend
on salinity and temperature [Malmgren, 1927; Untersteiner,
1964; Ono, 1967]. The thermal properties regulate growth
and melt rates at the ice interfaces, as well as the vertical
temperature profile in the ice. In particular, in the Arctic, the
sea ice salinity close to the surface seems to be a key factor,
since it influences the summer melt rate and equilibrium
multiyear ice (MY) thickness through a prominent control
of heat transfer and storage in the ice [Vancoppenolle et al.,
2005]. Ice with lower near surface salinity has reduced heat
conduction, less internal brine pocket melting and more
surface ablation.
[5] The scope of the role of sea ice salinity actually goes

beyond its influence on sea ice thermodynamics, as it is now
largely accepted that the brine volume connectivity influ-
ences the nutrient supply for the microorganisms and algae
living in sea ice [Ackley and Sullivan, 1994]. In addition, the
size and shape distribution of brine inclusions affect short-
wave radiation scattering [Perovich, 1998; Light et al.,
2003] and strength and mechanical behavior [Timco and
Frederking, 1990; Kovacs, 1997] in the ice. Sea ice salinity
indirectly controls growth/melt rates and thus freshwater
and brine exchanges between ice and ocean [Vancoppenolle
et al., 2005]. The salt/freshwater fluxes associated with ice
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growth/melt have a strong impact on the oceanic salinity
stratification, critical to the circulation of the high-latitude
ocean and the World Ocean thermohaline circulation
[Aagaard and Carmack, 1989]. In summer, the meltwater
pathways and storage at the ice surface, driven by the ice
salinity-dependent permeability structure, regulate the size
of melt ponds, and, in turn, surface albedo [Eicken et al.,
2002, 2004]. Finally, the sea ice salinity affects the carbon
cycle in polar regions. Semiletov et al. [2004] reported that
open brine channels form an important spring/summer CO2

pathway to the Arctic Ocean. This is corroborated by recent
observations in the ice pack off the Adélie-Wilkes Coast
(spring) and in the Weddell Sea (summer), which show
significant carbon fluxes between atmosphere and ocean
through the sea ice, primarily modulated by a very dynamic
biogeochemistry. The latter appears to be extremely sensi-
tive to the brine network connectivity, which shows drastic
changes around the 5% brine volume threshold (J. L. Tison
and B. Delille, personal communication, 2006).

1.2. Observations of Ice Salinity

[6] The sea ice salinity profile evolves in space and time
[Malmgren, 1927; Eicken, 1998]. The bulk salinity
decreases with time as the ice thickens, as indicated by
the significant salinity versus thickness relationships [Cox
and Weeks, 1974; Kovacs, 1996].
[7] In the Arctic, first-year (FY) ice has a C-shaped

salinity profile [see, e.g., Nakawo and Sinha, 1981]. A first,
rapid desalination stage is observed to occur in the first two
weeks of ice formation, bringing the ice salinity from
around 20% to roughly 10%, by the time the ice is around
30 cm thick. Then, a second, slower, desalination stage,
occurs during the remainder of winter, bringing the ice
salinity to around 5–6%, by the beginning of its first melt
season [Kovacs, 1996].
[8] MY ice, which has experienced summer melt at least

once, has a different salinity profile. The upper 50 cm of
the ice are almost fresh. Below the fresh layer, the salinity
increases quickly with depth and reaches a maximum
typically of 4%. Very similar MY ice salinity profiles
have been found at different locations [e.g., Schwarzacher,
1959; Tucker et al., 1987; Eicken et al., 1995]. Therefore
the MY ice salinity profile has been hypothesized to be
very stable in time and often has been referred to as the
MY equilibrium salinity profile [Schwarzacher, 1959;
Untersteiner, 1968]. Although the distinction between
FY and MY salinity profiles is well documented, the desa-
lination mechanism that causes the transition has received
little attention, as outlined by Weeks [1998]. Only a few
Arctic early summer salinity profiles are documented in the
literature. On the basis of 51 FY ice cores taken from the
Fram Strait region, Tucker et al. [1987] show a gradual and
intense desalination takes place from June to July.
[9] In the Southern Ocean, the situation is quite different.

Overall, Antarctic sea ice is slightly more saline (between
0.5 and 1.0%) than its Arctic counterpart, as observed in the
Weddell Sea [Gow et al., 1982; Gow et al., 1987]. In
addition, salinity profiles around Antarctica have more
variable shape [Eicken, 1992], probably due to intense
rafting, surface flooding and snow ice formation [Maksym
and Jeffries, 2000]. Furthermore, very little difference
between FY and MY salinity profile shapes have been seen,

as indicated by a study of 89 sample cores extracted from
winter Weddell Sea ice by Eicken [1998]. The lack of surface
melt in summer [Andreas and Ackley, 1981] alone might
keep the surface layer in Antarctic relatively saline compared
to Arctic MY ice surface layer in Antarctic MY ice.
However, Haas et al. [2001] have recently suggested that
the picture is more complex in the Weddell Sea, where the
heavy snow layer encourages superimposed ice formation as
well as the occurrence of liquid gap layers at the snow-ice
interface. Superimposed ice is formed by snow surface
melting, percolation, and refreezing on the top of the ice
[Gerland et al., 1999].

1.3. Modeling Heat Transfer and Salinity Variations
in Sea Ice

[10] First attempts in modeling the sea ice vertical heat
transfer and storage and mass balance were made in the
1970s [Maykut and Untersteiner, 1971; Semtner, 1976].
Recently, improvements in the representation of
thermodynamic processes in sea ice models [Bitz and
Lipscomb, 1999; Taylor and Feltham, 2004; Huwald et
al., 2005a; Notz, 2005] have been motivated by the impor-
tance of sea ice on high latitude climates, which themselves
have a prominent role in the global climate system.
Currently, most climate models include at least a sea ice
thermodynamic component, such as the one of Semtner
[1976] or the more recent one of Bitz and Lipscomb [1999]
simulating sea ice temperature profile and thickness as main
prognostic variables. Only the latter has salinity-dependent
thermal properties but hold the vertical sea ice salinity
profile fixed in time. To correct this has frequently been
reported as a next important step in their development
[Leppäranta, 1993; Bitz and Lipscomb, 1999; Eicken,
2003].
[11] Modeling the temporal evolution of the sea ice

salinity profile has been approached several times.
Untersteiner [1968] theoretically tried to find which brine
drainage mechanism was most responsible for the charac-
teristic shape of the equilibrium MY salinity profile in the
Arctic [see, e.g., Schwarzacher, 1959]. He suggested that
intense summer desalination induced by downward perco-
lation of surface meltwater through the permeable ice cover,
what he called flushing, was the likely best candidate.
[12] A numerical model of winter desalination of FY sea

ice was developed by Cox and Weeks [1988] (hereafter
referred to as CW88), based on laboratory observations of
Cox and Weeks [1975]. It relies on parameterizations of salt
entrapment during ice growth, and desalination by gravity
drainage and brine expulsion. The simulated salinity pro-
files looked roughly in agreement with current knowledge.
Nevertheless, an attempt by Cox [1990] to validate the
model against Arctic observations was unsuccessful. The
modeled desalination rates were too strong and an improb-
able suction of salt had to be added to gain a better
agreement with observations. In contrast to Cox’s study,
Eicken [1992] tested the CW88 model for sea ice in the
Weddell Sea and successfully compared the simulated
profiles to the observed ones. The agreement was indepen-
dent of the growth mechanism (i.e., congelation or frazil),
and the date of ice growth onset was found to be of primary
importance. In a study of Ross Sea ice using the CW88
model, Maksym and Jeffries [2000] needed to add the
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impact of seawater flooding during snow-ice formation to
have reasonable agreement with observations.
[13] The CW88 model only applies to non flushing

situations. Until now, no parameterization of the flushing
mechanism has been proposed. Thus previous sea ice
salinity models could not simulate a complete seasonal
cycle of the ice salinity in the Arctic. In addition, there is
no coupling between salinity and temperature in the CW88
model (i.e., the sea ice thermal properties do not depend on
salinity and temperature). Furthermore, in the CW88 model,
the ice desalination rates have empirical, prescribed func-
tional dependence on model diagnostics (e.g., vertical
temperature gradient or temperature temporal derivative).
These functions derive from data taken in cold room experi-
ments by Cox and Weeks [1975].
[14] Recently, it has been proposed to apply mushy layer

theory to sea ice. It provides an integrated approach of
modeling sea ice halothermodynamics [Worster and
Wettlaufer, 1997]. ‘‘Mushy layer’’ is a metallurgic term
standing for two-phase, two-component reactive porous
medium. The mushy layer equations include the conserva-
tions of heat, brine salinity and momentum. A coupling
term between fluid and heat transport is included. The bulk
sea ice thermal properties are weighted means of the
respective contributions from the solid and liquid phases.
Within the mushy layer framework, Taylor and Feltham
[2004] solved the heat conservation equation. In their study,
the salinity profile was constant in space and time and the
vertical fluid transport was prescribed. Therefore, in prac-
tice, inside the ice, their thermodynamical approach was
equivalent to Bitz and Lipscomb [1999]. However, since
their purpose was to model the evolution of melt pond depth
on sea ice at Surface Heat Budget of the Arctic ocean
(SHEBA), their model also included sophisticated surface
meltwater and radiative transfer components. Notz [2005],
with an enthalpy-based approach, has modeled both heat
and salt conservation equations, but so far limited his
application to very few test cases.

1.4. Goals of This Study

[15] This paper addresses the following questions. (1) How
does the vertical desalination proceed in undeformed Arctic
sea ice, especially in summer? (2) Is it possible to reproduce
the temporal evolution of salinity by using a sea ice model
of reasonable complexity? What degree of accuracy can we
expect from this type of model? (3) What are the physical
processes and interactions between heat transfer, brine
volume and desalination described by the model? (4) Can
modeling help us infer the actual contribution of surface
meltwater to desalination by downward percolation in
undeformed bare ice?
[16] In order to answer those questions, we first analyze a

series of salinity profiles observed in 87 fast ice cores from
the Point Barrow area, near the north coast of Alaska
(section 2). We compare uncertainty due to errors to
extraction and horizontal variability. The fast ice has the
advantage of being driven mostly by thermodynamic
processes.
[17] Then, we propose a new, semiempirical one-

dimensional halothermodynamic sea ice model (section 3).
The thermodynamic component [Bitz and Lipscomb, 1999]
accounts for the effect of the salinity profile on heat transfer

and storage. The halodynamic component (i.e., computing
the ice salinity profile) is an extended version of the CW88
model. We add to CW88 a formulation of flushing so that
the model is able to work over a complete seasonal cycle.
The model components are coupled through a brine volume
function of salinity and temperature. Over a 5% brine
volume threshold, the brine network connects and sea ice
is permeable to fluid transport. Our model includes several
aspects of mushy layer physics. We chose the thermody-
namic model to have a simplified representation of snow
physics (single layer, no salinity, no penetration of short-
wave radiation through) in order to reduce the number of
complex processes in the model.
[18] Next, the model is run under Point Barrow condi-

tions (section 4). We first try to match observed and
modeled ice and snow mass balance (section 4.1). Huwald
et al. [2005b] have shown an accurate mass balance
comparison between model results and observations is
thwarted by high variability at small horizontal scales in
snow depth and ice thickness. In addition, desalination by
flushing depends sensitively on the ice melt onset date.
Keeping this in mind and the fact that the observations we
use for atmospheric forcing and the initial conditions of the
ice salinity profile, ice thickness and snow depth were not
made at the exact same site, we emphasize the strength of
this study is in exploring the salinity model (sections 4.2
and 4.3) and its sensitivity to snow physics (section 4.4) and
internal parameters (section 4.5) rather than attempting to
simulate the mass balance. Also, we trace the summer
freshwater pathways in the model and compare it to existing
observations (section 5). Then we discuss our results and
sum up the conclusions of our study (section 6). In a
companion manuscript [Vancoppenolle et al., 2006], we
study the implications of the time-dependent ice salinity in
large-scale ice mass balance simulations.

2. Observation of Fast Ice Desalination at Point
Barrow, Alaska

[19] The salinity andmass balance data we use in this study
(D. K. Perovich et al., Arctic coastal processes data report
2001, 2001, available at http://www.arcticice.org) come from
two seasons of yearlong observations (1999–2000 and
2000–2001) of FY landfast sea ice at two different sites
close to Point Barrow, on the Alaskan North Coast: Chukchi
Sea (CS) and Elson Lagoon (EL) (Figure 1). The combina-
tion of seasons and data sets correspond to four subsets,
which we refer to as CS2000, CS2001, EL2000, and EL2001.
[20] The ice from the two sites exhibit some differences.

CS is an open site where the wind tends to blow away most
of the snow, while EL is more inland, with a local wind
pattern tending to trap snow. Thus snow is deeper at EL
than at CS. The ice tends to form significantly earlier at the
EL site, but the maximum thickness is smaller than in the
CS site since the deep snow reduces ice growth rates at EL.
The ice at EL is overall slightly more saline than in CS since
the water from which ice forms is more saline at EL
(H. Eicken, personal communication, 2006). The ice at
EL is often highly sediment laden, which is rarely the case
at the CS site [Frey et al., 2001; Stierle and Eicken, 2002].
[21] The two studied seasons are also different. Their

winter temperatures (from the Point Barrow meteorological
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station) are similar, but spring and summer were warmer in
2000 than in 2001 (Figure 2). The average 2 m air
temperature in May 2000 (2001) was �10.7�C (�14.3�C),
and in June it was 2.6�C (1.7�C). The surface melt appears
discontinuous during early summer, with temperature being
alternatively above (from 0 to 15�C) and below (between
�3 and �1�C) the freezing point (period around 5 days).
Superimposed ice was observed to form at the CS site in
2000, but not in 2001, which is coherent with much thicker
snow in 2000 than in 2001 [Eicken et al., 2002, 2004; D. K.
Perovich et al., Arctic coastal processes data report 2001,
2001, available at http://www.arcticice.org]. We also sus-
pect some superimposed ice formation in EL in late winter/
early summer 2000 and 2001, since the snow was thicker
than 30 cm both years, but no clear mention of super-
imposed ice was made in the data record.

2.1. Mass Balance

[22] Ice/snow mass balance was monitored at both sites
and is presented in Table 1. The instrumentation at the sites
typically consisted of a data logger, snow stakes, thickness
gauges and an above ice acoustic sounder measuring the
height above sea level every hour to within 5 mm. A
thermistor string measured vertical profiles of temperature.
The thickness gauges consisted of an ablation stake mea-
suring mass loss at the surface and a hot wire gauge
measuring bottom accretion or ablation. Data was manually
collected every 1–2 weeks during winter and every 2–4 days
during the melt season. Four stake and gauge combinations
were installed at each site. Accuracies of stake and gauge
readings were about 0.5 cm. EL ice typically forms earlier
and has more snow. Since deeper snow takes longer to melt,
the onset of sea ice surface melt occurs later at EL.

2.2. Salinity Profiles

[23] Ice salinity profiles were measured from ice cores.
The number of cores and their origin is detailed in Table 2.
Pond ice samples were only taken at the CS site in 2000

(7 cores). Salinity was measured every 5 cm within a core,
and cores were taken every 2 days in summer. In summer,
the cores were mostly confined to the upper 50 cm of ice.
2.2.1. Extraction Errors
[24] The ice coring approach is known to underestimate

salinity since brine drains during core extraction, especially
in the lower (warm) parts of the cores [Notz et al., 2005],
and in high salinity core sections [Eicken et al., 1991]. In
summer, when the ice is warmer, the brine loss is potentially
higher. In winter, when the ice is cold, the error in salinity
due to extraction should be of a few tenths of permils at
most (<0.2% for ice salinities around 5%). However, near
the bottom, the ice is always relatively warm and can easily
have a loss in brine salinity of more than 1%. On the other
extreme, in summer, when the ice is warm, the loss of brine
can be substantial and depends on how quickly the core is
processed after extraction. For high salinities (>5%), the
brine loss may be as high as 0.5 to 1%. However, for warm,
low-salinity ice, the impact of brine loss on salinity will not
be as high (e.g., around 0.2% for a 1% salinity). In both
cases, the salinity deficit due to brine loss represents from
10 to 20% of the initial salinity.
2.2.2. Horizontal Variability
[25] We briefly describe the local horizontal variability of

the salinity profiles as an estimate of their uncertainty. The
discrete nature of brine drainage channels is a source of
horizontal variability below about 10 cm [Cottier et al.,
1999]. This variability is overcome by the core diameter
(10 cm). Larger-scale variability, at 2–20 m scale, is
controlled by variability in brine drainage [Tucker et al.,
1984; Eicken et al., 1991].
[26] In the year 2001, a few synchronous salinity profiles

were measured at 10-m intervals at both sites in late winter
and early summer. The mean and standard deviation of the
intrasite bulk salinities for each time period is given in
Table 3. The bulk salinities reported in early summer are
only for the top 50 cm due to brine drainage difficulties in
the lower parts of the cores. The standard deviation of the
intrasite bulk salinity ranges from 0.22–0.28% in late
winter and 0.05–0.44% in summer.
[27] Naturally the salinity at a particular depth varies

more than the bulk salinity across the ice cores. Figure 3
illustrates the depth-dependent variations in salinity. The
late winter cores have a characteristic C shape, as described

Figure 1. Map of Point Barrow neighborhood. Both
sampling sites are indicated: Chukchi Sea (CS) and Elson
Lagoon (EL).

Figure 2. Summer evolution of 2 m air temperature in
2000 and 2001 according to meteorological station data.
The date 1 June is day 153 (152) in 2000 (2001).
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in section 1.2, with variations in the overall amplitude of
bulk ice salinity that depend mostly on the thickness. When
profiles are normalized by dividing the vertical coordinate
by the core length, as shown in Figure 3, the standard
deviation for a 5-cm layer at a given normalized depth is on
average 0.76% at CS and 0.88% at EL in late winter.
[28] In early summer, rapid desalination at melt onset

adds to the difficulty of estimating the horizontal variability
in the salinity profiles. We compare cores taken at most
2 days apart, but it is still possible that our horizontal
estimates are made somewhat larger by temporal variability
as well and hence are more conservative. The standard
deviation for a 5-cm layer at a given normalized depth is on
average 0.34% in summer, which is comparable to the
standard deviation of the bulk salinity for the whole 50-cm
layer.
[29] In summary, we consider that the average error due

to horizontal variability in bulk salinity is 0.25 (0.30) % in
winter (summer) and that the error at a particular depth is
0.82 (0.34) % in winter (summer). In late winter, the
uncertainty due to horizontal variability exceeds the error
due to brine loss upon extraction, except near the bottom
where the extraction error is considerable. In early summer,
these two sources of error are comparable in the upper
50 cm, and we expect the extraction error dominates below
this layer.
2.2.3. Summer Desalination Sequences
[30] There are a sufficient number of salinity profiles to

visualize bare ice desalination sequences for CS2000,
CS2001, and EL2001. Furthermore, for CS2000, we also
have 7 salinity profiles of ponded ice, so we can contrast
salinity in bare ice and ponded ice.
[31] In summer 2000 at the CS site, the average salinity of

bare ice (3.38 ± 0.65%) was significantly higher than the
salinity of ponded ice (2.50 ± 0.55%). The shapes of
the profiles were also different (Figure 4). In bare ice, the

typical more or less linear profile with low surface salinity is
well established (i.e., the bulk salinity of the uppermost
50 cm of ice is under 3%) after 11 days of surface melt, if
we assume that surface melt started on 1 June (see
Figure 2). On 15 June though, a special event increased
the surface salinity by 2%. This event could be due to
lateral or vertical intrusions of salty water from various
origins (seawater flooding, lateral drainage of brine). After
this event, progressive desalination was typical again. In
ponded ice, the desalination sequence is mostly continuous
and the ice reaches a roughly vertically constant profile,
with a salinity slightly above 2% on 23 June.
[32] In 2001, the bare ice desalination sequences ob-

served at CS (7 profiles, Figure 5a) and EL (6 profiles,
Figure 5b) sites show progressive, practically monotonic,
desalination patterns, with no apparent seawater flooding as
in 2000. Unfortunately, the first core at CS was taken on
2 June, after the onset of flushing. At EL, the rapid
desalination started between 1 and 5 June. At both sites
(particularly visibly at EL), we can see the ice salinity
profile rapidly switch from a C-shaped to a more or less
linear one with low surface salinity. After 13 (12) days of
surface melt at CS (EL), considering that surface melt
started on 1 June (see Figure 2), the uppermost 50 cm of
ice had a salinity under 3%.

3. The Model

[33] The model we use in this study is a semiempirical
one-dimensional model of undeformed, bare (i.e.,
unponded), Arctic sea ice, resulting from the coupling of
thermodynamic and halodynamic components. We are cur-
rently working on the model to extend it to Antarctic
situations. The thermodynamic component computes heat
transfer and storage (i.e., temperature profile) as well as ice
thickness and snow depth. The halodynamic component
resolves brine entrapment and drainage mechanisms, which

Table 1. Observed Mass Balance

Chukchi Sea Elson Lagoon

1999–2000 2000–2001 1999–2000 2000–2001

Initial ice thickness, cm 37 22 54 30
Initial snow thickness, cm 3 3 3 3
First observation date 12 Nov 1999 2 Nov 1999 10 Nov 2000 3 Nov 2000
Maximum ice thickness, cm 154.3 162.8 148.6 157.8
Maximum snow thickness, cm 36 11 47.8 30.1
Maximum snow thickness date 18 May 21 May 26 May 18 May
Ice surface melt initial date 14 Jun 4 Jun ? 14 Jun
Bottom melt initial date 23 Jun 4 Jun 13 Jun 21 Jun

Table 2. Ice Core Dataa

Period Site

Number of Cores Bulk Salinity, %

CommentsTotal Summer Summer Bare Ice Winter Summer

1999–2000 CS 29 18 11 5.34 3.53 superimposed ice widespread in summer
EL 9 3 3 5.69 3.02 surface layers highly sedimented

2000–2001 CS 17 9 9 5.69 3.89 surface impervious after 2 weeks of melt
EL 13 6 6 5.73 3.52 sediments/suspected superimposed ice formation

68 36 29 5.61 3.49 total number of cores, mean salinity
aIn summer, core length is often 50 cm.
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lead to the computation of the vertical salinity profile. In
addition, the haline component treats meltwater flushing,
but the thermodynamic component ignores meltwater ther-
mal effects like ponding and refreezing.

3.1. Thermodynamic Component

[34] The thermodynamic sea ice model used here is the
one-dimensional energy-conserving model of Bitz and
Lipscomb [1999]. Model prognostic variables are the ice
thickness hi, the snow depth hs, the vertical temperature
profile T(z,t) in the ice-snow system and the surface
temperature Tsu(t), where t is the time and z is the vertical
coordinate. T(z,t) is computed by numerically solving
the heat diffusion equation. Tsu(t) and the growth/melt rates
dhx/dt (where suffix x refers either to snow or ice) are
deduced from the heat balance between inner conduction
fluxes and atmospheric (respectively oceanic) external fluxes
at the upper (respectively lower) interfaces. The thermody-
namic effect of salinity, and its control on the size of brine
pockets, is represented by the functional dependence of the
thermal properties on salinity and temperature (which affect
heat diffusion and growth/melt rates). The atmospheric
fluxes include radiative shortwave (SW), radiative longwave
(LW), and turbulent sensible and latent heat components.
[35] The ice cover is represented with one layer of snow

on top of N layers of sea ice. The snow layer has a
temperature Ts and each layer (l = 1, . . ., N) of sea ice has
a specific temperature Ti

l and salinity Si
l (see Figure 6).

[36] The theoretical basis of this model relies on two
assumptions involving model state variables, the tempera-
ture T and the salinity S. (1) The approximate freezing
temperature of a saline solution, Tf (in �C), is a linear
function of its salinity S given by

Tf ¼ �mS; ð1Þ

where m = 0.054�C�1, as determined by Assur [1958].
(2) The brine pockets are in local thermal equilibrium with

the surrounding ice and permanently at their freezing
temperature, so that they adapt their salinity s by changing
size to the local ice temperature:

T ¼ �ms: ð2Þ

Table 3. Horizontal Variability of Ice Bulk Salinity, 2001a

Winter-Spring

Mean s
12 Mar 12 Mar

3 May
4 May 4 May

Core 1 Core 2 Core 1 Core 2

Chukchi Sea
Core length, m 1.13 1.29 1.40 1.54 1.45 1.36 0.14
Mean salinity, % 5.17 5.47 5.04 5.64 5.50 5.36 0.22

11 Mar 14 Mar 1 May 5 May Mean s

Elson Lagoon
Core length, m 1.11 1.13 1.26 1.42 1.23 0.12
Mean salinity, % 5.99 5.49 5.22 5.48 5.55 0.28

Early Summer

Mean s7 Jun 9 Jun 9 Jun

Chukchi Sea
Core length, m 0.50 0.50 1.46 0.82 0.45
Mean salinity (upper 50 cm), % 3.36 2.29 2.97 2.87 0.44

8 Jun 9 Jun Mean s

Elson Lagoon
Core length, m 0.45 1.38 0.92 0.47
Mean salinity (upper 50 cm), % 3.20 3.29 3.25 0.05

aThe s refers to the intercore standard deviation. The single-core mean salinities are weighted according to the length of each core section. The intercore
means are arithmetic means, computed independently of core length.

Figure 3. Horizontal variability of vertical salinity profile,
2001. (a) CS, winter, normalized profiles: 12 March, two
nearby profiles (crosses, stars); 3 May (squares); 4 May, two
nearby profiles (triangles, diamonds). (b) CS and EL, early
summer, profiles restricted to upper 50 cm. CS (black
symbols): 7 June (squares); 9 June, 2 nearby profiles. EL
(grey symbols): 8 June (crosses), 9 June (stars). On both
panels, the mean profile (solid line) and the one standard
deviation range (dotted lines) are shown. Note the
difference in vertical axes. The profiles shown here
correspond to some of the profiles of Table 3. Nearby
profiles are associated to cores extracted at 10-m intervals.
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In this context, s is the salinity of the brine pockets, while S
is the salinity of the ice if brine were distributed uniformly
throughout the ice. Thus s and S are related to each other by

se ¼ S: ð3Þ

The relative volume of brine inclusions e (dimensionless,
hereafter referred to as brine volume) is consequently only a
function of S and T [Schwerdtfeger, 1963]:

e ¼ �m
S

T
: ð4Þ

[37] The brine density rb is given from Zubov [1945] by
assuming a linear dependence on brine salinity,

rb ¼ rw 1þ csð Þ; ð5Þ

where rw = 1000 kg m�3 is the fresh water density and
c = 0.8 � 10�3 %�1 is an empirical coefficient.
[38] The mathematical formulation of the thermal prop-

erties of the ice relies on the brine volume. First, the specific
heat, c(S,T), describes the magnitude of heat storage in the
ice. It is given according to Malmgren [1927] and Ono
[1967], and can at warm temperatures be 2 orders of
magnitude larger than its asymptotic limit for cold ice.
Second, the thermal conductivity, k(S,T), regulating the
internal heat transfer, is specified according to Untersteiner
[1964]; k(S,T) is decreased at most by 20% at warm
temperature. The third S-T-dependent thermal property is
the sea ice energy of melting q(S,T), defined as the energy
required to melt a unit volume of sea ice of salinity S and
temperature T. It modulates the growth/melt rate of sea ice
at its interfaces with atmosphere and ocean. It is signifi-
cantly lower than the standard latent heat of fusion of pure
freshwater ice, because it takes into account the internal
melt.
[39] The radiation scheme assumes that a fraction io of the

incoming net solar radiation does not contribute to the
surface energy balance and penetrates inside the snow/ice
system and is absorbed and transmitted according to Beer’s
law.
[40] The simplification of snow physics is certainly one

of the limits of the model. Snow cover is highly complex.

Its depth and properties are highly variable on small
horizontal scale [Sturm et al., 2002], even on the same floe.
Since snow is not the main focus of the paper, we only use
one layer of snow, with no penetration of solar radiation, as
in, for example Maykut and Untersteiner [1971], or more
recently Taylor and Feltham [2004]. The snow is assume to
be of zero salinity, though it was observed to be slightly
saline (especially in the lower layers) in landfast FY ice of
the Canadian Archipelago [Mundy et al., 2005]. Snow
compaction and meltwater refreezing are also neglected.

3.2. Halodynamic Component

[41] The halodynamic component of the model computes
the temporal evolution of the vertical salinity profile S(z,t).
Experiments performed in the sixties and the seventies (see
Weeks and Ackley [1986] for a review) led Untersteiner
[1968] and CW88 to formulate the changes in the salinity
profile S(z,T) by

dS

dt
¼ dS

dt

����
exp

þ dS

dt

����
gd

þ dS

dt

����
flu

: ð6Þ

Figure 4. Chukchi Sea site, summer 2000. Observed surface desalination sequence during the early
melt period for (a–c) bare ice and (d–e) ponded ice. Horizontal and vertical axis refer to salinity [%] and
depth [m], respectively.

Figure 5. Desalination sequences at (a) Chukchi Sea and
(b) Elson Lagoon sites during the early melt period, 2001.
The numbers correspond to the days of June. Horizontal and
vertical axis refer to salinity [%] and depth [m],
respectively.

C04022 VANCOPPENOLLE ET AL.: FAST ICE DESALINATION

7 of 20

C04022



The different terms on the right hand side correspond to
brine expulsion, gravity drainage and flushing. The bottom
boundary condition depends on how salt is trapped in the
ice during growth and is done as in CW88: each new layer
formed at the bottom of sea ice has a salinity given by the
multiplication of the fractionation coefficient f by the
salinity of the underlying ocean Sw. The more rapid the ice
growth, the more salt trapped inside the ice. New sea ice is
assumed to form at the seawater freezing point (Tb = �mSw).
Thus the initial brine volume of new ice is eb = f. For the
first two tendency terms of the salinity equation, we use
slightly modified versions of CW88 equations. For the
flushing term, we propose a new formulation.
3.2.1. Brine Expulsion
[42] When a brine pocket cools, the thermal contraction

of the ice around the pocket is greater than that of the liquid
inside, producing a pressure gradient that may lead the
pocket wall to rupture. Actual observations of brine expul-
sion are still lacking, so that the direction of the expulsion
flow is not well known, although indications of both
downward and upward flow are suggested [Cox and Weeks,
1975; Cottier et al., 1999]. Saline snow [Mundy et al., 2005]
and the presence of highly saline frost flowers on top of new
ice [Martin et al. 1995] also support the upward migration
of brine in sea ice. Nevertheless, the mechanism through
which this happens is not yet clear.
[43] Through volume conservation arguments, Cox and

Weeks [1986] provide an expression for the subsequent
expulsion desalination rate of a piece of ice of uniform
temperature. The expulsion rate is specified as a function of
the cooling rate through temperature-dependent formulas of
brine density rb(T) and salinity sb(T). For each layer, we
assume local equilibrium and use the functional expression
E of Cox and Weeks:

dS

dt

����
exp

¼ E
dT

dt

� �
; ð7Þ

though with different formulas (equations (4) and (5)) for
rb(T) and s(T), to be consistent with our thermodynamic
model component. The impact of this difference on the
model results is not significant, since the magnitude of this
process proves to be very small. The temperature tendency
(dT/dt) is computed by the thermodynamic component.
Compared to CW88, we assume that the brine is not
expelled outside the ice. Instead, we assume that the brine is
transported equally upward and downward, with a barrier to
flow at the upper surface and free passage into the ocean
beneath. This is motivated by the fact that brine expulsion
leads more to a redistribution than to a net loss of salt in the
ice [Notz, 2005].
3.2.2. Gravity Drainage
[44] Gravity drainage, the main reason for early winter

desalination rates, gathers all processes where brine is
expelled from the ice under the influence of gravity through
an interconnected brine network [Weeks and Ackley, 1986].
[45] The actual mechanism beyond gravity drainage is

not clear. First, ice growth-driven gravity drainage was
proposed by Untersteiner [1968] and Cox and Weeks
[1975]. The upward advection of ice layers driven by ice
growth transports brine above sea level and creates a
pressure head having the potential of expelling the brine
out of the ice. The second suggested mechanism is a
temperature-driven gravity drainage. In winter, the ice is
the warmest at its base, which creates an unstable brine
density profile. If the ice is porous enough, convection
ensues, causing net downward salt transport and a local
decrease in salinity. Similarly, the downward temperature-
induced brine salinity gradient induces molecular diffusion
of salt inside the permeable region. If the brine tubes are
thin enough, the capillarity forces are strong enough to
compensate the destabilizing buoyancy forces, as suggested
by the data from Mercier et al. [2005].
[46] Cox and Weeks [1975] indirectly observed gravity

drainage as a residual between observed desalination rates
and computed brine expulsion. Then, CW88 devised an
empirical regression formula linking the desalination rate,
brine volume e and temperature T gradient. As in CW88, we
assume that gravity drainage depends on the temperature
gradient and brine volume. If @T/@z < 0 and e > 5%, the
desalination rate is

@S

@t

����
gd

¼ d 1� heð Þ @T
@z

; ð8Þ

and 0 otherwise. d and h are empirical coefficients. d
controls the magnitude of the desalination flow. Contrary to
CW88 who proposed to use dlab = 1.68 � 10�7 �C�1m s�1,
based on lab observations, we recommend to use dmod =
5.88 � 10�8 �C�1m s�1 (suitable for our modeling study),
which is 65% smaller than their value, for reasons we
explain in section 4.2. The value h = 20 reflects the fact
that gravity drainage is 0 for e = 5% and then its intensity
increases (i.e., @S/@tjgd decreases toward more negative
values) for greater brine volumes. We allow no gravity
drainage for any layer above an impermeable layer. Since
(8) implicitly assumes vertical brine flow, it is mass
conserving. In other words, the downwelling salt flux from
each layer is implicitly transported to the underlying layer.

Figure 6. Vertical grid of the sea ice when snow is present.
Typical brine network configuration in (a) winter and
(b) summer. All symbols are defined in the text in section 3.
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3.2.3. Flushing
[47] Flushing is a special kind of gravity drainage, where

the pressure head and water are provided by the fresh
surface meltwater going through the permeable summer
brine network. First mentioned by Untersteiner [1968], it
is believed to strongly contribute to the summer surface
desalination of pack ice and to be responsible for the shape
of the MY salinity profile, important for sea ice surface melt
rate and equilibrium thickness [Vancoppenolle et al., 2005].
The picture is actually more complex than a simple one-
dimensional vertical downward meltwater flow, as shown
by observations of summer ice hydrology at SHEBA and
later at Point Barrow by Eicken et al. [2002]. Lateral
meltwater flow directed toward the lowest topographic
features was found to be highly significant, and even
dominant during the early stages of surface melt. Our model
only considers the vertical component of the meltwater flow
through bare ice.
[48] Field experiments by Eicken et al. [2002] suggest

that once a permeability threshold is reached (i.e., when
brine channels can be assumed to be connected), any
available meltwater is almost instantly transferred through
the ice matrix. The summer production of meltwater at the
ice surface is around 10�4 kg m�2 s�1 while the flow the ice
can sustain once permeable is much higher and therefore
flushing can be seen as instantaneous. We thus make the
following hypothesis: Brine drainage processes are much
more rapid than the thermal reequilibrium processes. This
prevents the brine channels from enlarging through advec-
tion of heat by meltwater.
[49] Once the permeability threshold is reached (eT = 5%,

mentioned both by theoretical [Golden et al., 1998] and
experimental studies [Eicken et al., 2004] and the surface is
melting (Tsu � 0�C), we assume that flushing occurs. A
fraction of the meltwater flows through the brine channels,
replacing salty brine by almost fresh meltwater coming from
the top of the ice. If these requirements are not fulfilled, the
meltwater is assumed to contribute to lateral drainage to
ocean through cracks and leads, or to collect in the lowest
gravity areas and form melt ponds, as recently observed by
Eicken et al. [2002].
[50] The ice salinity profile is converted into the vertical

profile of brine salinity, using equation (3), and brine
volume, using equation (4). The meltwater mass flow Q
per unit area of sea ice [kg m�2 s�1] through the ice matrix
is then

Q ¼ frx
dhx

dt

����
su

; ð9Þ

if e � eT = 5% and is set to zero otherwise. The subscript x
refers to either snow or ice. rx is the density of ice/snow and
dhx/dtjsu is the surface melt rate computed by the
thermodynamic component; f is the prescribed fraction of
the meltwater allowed to percolate vertically through the ice
matrix. The salinity of this meltwater mass is SQ = 0% if
meltwater comes from snowmelt and SQ = Si

1 if the ice
surface is melting.
[51] During flushing, Q penetrates the brine network and

pushes brine downward. To compute the new brine salin-

ities after flushing, we solve the brine mass conservation
equation:

@s
@t

¼ � Q

erb

@s
@z

: ð10Þ

We assume that the mass flow is the same through all
horizontal brine network sections and that the brine volume
is fixed during the process. Once s is computed, we
recompute S, using equation (4).
[52] The variable f, the meltwater partitioning coefficient

and eT, the brine volume permeability threshold, dominate
this parameterization; f controls the impact of the desali-
nation flow on salinity, while eT controls the flushing onset
date. i0 is an important indirect parameter, since it controls
the penetration of net SW radiation to the ice interior, which
can connect the brine pockets.
[53] We numerically solve equation (10) with an implicit

scheme, which is unconditionally stable. At each time step,
the vertical grid is recomputed to adapt to the new ice
thickness. We linearly redistribute the mass of salt and heat
content onto the new grid.
[54] At this time our model only attempts to represent the

summer melt water pathways and storage in sea ice for an
unponded slab of sea ice. Taylor and Feltham [2004] have
developed a model of melt pond evolution in sea ice, but
prescribed the vertical flow of meltwater through the ice in
summer. Our respective approaches could be complemen-
tary in a two-cell model with cells of bare and ponded ice
connected by a freshwater flux proportional to (1�f).
Furthermore, an account for snow-ice formation would also
make our model more general. Specifying the exact source
of flooding seawater during such events might be difficult
though, since seawater pathways in sea ice are not well
understood. The study of Maksym and Jeffries [2000]
indicates that the flooding of the bottommost snow layers
during snow-ice formation events is probably not performed
by upward percolation of seawater through a permeable
brine network. Nevertheless, other potential pathways for
seawater to flood the ice, as lateral floe borders, or wider
vertical channels (as cracks or large moats) are not, to our
knowledge, well documented.
3.2.4. Forcing and Experimental Design
[55] We made three control experiments, corresponding

to conditions at CS in 1999–2000 (CS2000-1) and 2000–
2001 (CS2001-1) as well as at EL in 2000–2001 (EL2001-1).
The model is initialized with observed values of ice
thickness and snow depth, temperature and salinity pro-
files. The objective while setting the experimental design
was to calibrate the snow/ice mass balance in order to
provide a suitable background to compare the model and
observed ice desalination.
[56] It is considered that the mass balance and salinity

data have a spatial horizontal scale on the order of the floe
size, since (1) four gauges and stakes were used at each site
and (2) spatial variability in ice salinity was assessed. The
most important sources of forcing variations at scales
comparable to the floe size come from variability in clouds,
in snow depth and in seawater state (due to local geographic
and bathymetric features) for which we do not have enough
or any data. Therefore some tuning was required to adjust
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the snowfall rate, the downwelling LW radiation and the
oceanic heat flux.
[57] We force the model with a hybrid transient and

climatological forcing. For temperature, pressure and wind
speed, we take daily averages of hourly observations made
at the meteorological station at Point Barrow, provided by
the Climate Monitoring and Diagnostics Laboratory
(CMDL) Web site (http://www.cmdl.noaa.gov/infodata/
ftpdata.html). Cloudiness and relative humidity come from
daily interpolations of widely used monthly climatologies
[Berliand and Strokina, 1980; Trenberth et al., 1989].
[58] The incoming SW radiation flux is prescribed as a

function of latitude, cloudiness and humidity [Zillmann,
1972]. The incoming LW radiative flux is parameterized
according to Berliand and Berliand [1952] as a function of
air temperature, cloudiness and specific humidity. Mass
balance simulations show that the incoming LW is the most
likely forcing component to be underestimated. The cloud-
iness climatology we use is a source of error to which the
LW flux is especially sensitive at high temperatures. Since
Lindsay [1998] mention that errors in the incoming LW flux
with such parameterizations can be as large as 20 W m�2,
taking into account uncertainties linked to clouds, we
increased the LW radiation by 10% to bring the melt onset
date to the observed value. The turbulent sensible and latent
heat fluxes are computed with bulk aerodynamic formulas
described by Goosse [1997].
[59] Since snow depth is highly variable even at

subkilometer scales [Sturm et al., 2002], we derived
3 specific snow precipitation temporal data sets, one for
each case study, from the snow depth temporal evolution
data. We interpolated the change in snow depth on a daily
time step to infer daily snowfall values. If snow depth
happened to decrease, then the precipitation rate was set to
0. In other words, we specify depth when snow accumulates
but let snow melt in the model.
[60] The oceanic heat flux Fw is empirically calibrated to

improve the agreement between observed andmodel snow/ice
mass balance. At CS (EL), a value of Fw = 4.5 (3.0) W m�2

is used. These values lie in the range proposed by Krishfield
and Perovich [2005]. The difference in the Fw optimal
values between the two sites suggests that their geograph-
ical configuration (CS, open sea; EL, lagoon) affects heat
transfer between seawater and ice.
[61] Observations by Eicken et al. [2004], made at the

same site during similar field campaigns, suggest albedo
values of 0.80, 0.65 and 0.50 for dry snow, melting snow,
and bare ice, respectively. The fraction of net solar radiation
penetrating below the surface i0 is taken to be 0 in the
presence of snow and 0.30 without snow, an average of
Grenfell and Maykut [1977] values. i0 is a key parameter
since it controls the amount of internal warming, especially
in the upper layers of the ice (where flushing occurs)
and also the increase in brine volume. Thermal conductivity
of the snow is set to ks = 0.31 W m�2, snow density to rs =
330 kg m�3. N = 20 layers in the ice and a time step of Dt =
1 day are used.

4. Model Results

[62] In this section, we first examine the modeled snow/
ice mass balance (section 4.1). Second, we analyze the

model desalination in detail for winter (section 4.2) and
summer (section 4.3). Finally, the sensitivity of the salt and
mass balance to the model representation of the snow
(section 4.4) and to the main parameters of the flushing
parameterization (section 4.5) is studied.

4.1. Mass Balance

[63] Figure 7 shows the modeled and observed mass
balance for the control runs CS2001-1 and EL2001-1.
[64] Overall, the differences between observed and sim-

ulated ice thickness are within 16 cm (5.2 cm) in winter
(i.e., before the onset of surface melt) at CS (EL). The
average error is 0.2 cm (�9.4 cm) after the melt onset (see
Table 4 for details). In winter, at both sites, the prescribed
snow depth matches the available observations. In summer,
at the CS site, the average difference in model and observed
snow depth equals 0.2 cm. The simulated and observed
snow melt period are consistently short (3 days). On the
contrary, at the EL site, the snow cover disappears 7 days
too early in the model, leading to an average error in model
snow depth equal to �7.6 cm. This problem is further
investigated in section 4.4.
[65] The relatively large error in the modeled winter ice

thickness at CS2001 may be due either to errors in snow
depth or physical properties, for which data are lacking, or
in Fw, which was not measured. Snow and oceanic heat
supply control the ice growth at the bottom interface. We
use a constant value of Fw, while its standard deviation has
been shown to be up to 15 W m�2 by Krishfield and
Perovich [2005]. Much larger average error in summer ice
thickness is found at EL since the snow disappears too early
in the model.
[66] For CS2000-1, since summer 2000 salinity data were

contaminated by a flooding event, we only focus on the
winter period. The ice thickness model-data agreement is
within 2 cm.

4.2. Winter Desalination

[67] Since in winter the salinity profile has a predictable
C shape, we compare the model and observed winter
salinity profile normalized by ice thickness. We perform
the comparison for winter 2000 at CS for which we have the
greatest amount of data (10 profiles), for different model
configurations (see Figure 8).
[68] The original parameterization of CW88 leads to

substantial problems while simulating the winter ice salin-
ity. In agreement with the study of Cox [1990], the simu-
lated desalination is much too high, inducing an
underestimation of ice salinity of about 2–3% in the ice
interior. Gravity drainage is too strong in CW88, and we
chose to adapt the gravity drainage intensity coefficient d.
Our value, dmod, is 65% lower than the CW88 value dlab.
This value gave the best balance between a low enough
surface salinity and a high enough bottom salinity. If d <
dmod, the salinity close to the ice bottom is correct, but it is
too high in the upper layers. If d is higher, the salinity
minimum near the ice bottom is substantially too low, as
shown by the simulation with the original dlab value.
Reducing d is of limited utility though. Something is clearly
missing from the CW88 model.
[69] No small-scale variability in the vertical salinity profile

occurs in the model, while it is often reported in observations.
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In addition, brine expulsion plays almost no role, a role even
smaller than in the study by Eicken [1992], since in our model
expelled brine is redistributed in the ice. Its main impact is to
slightly increase surface salinity by less than 1%.

4.3. Summer Halothermodynamics

[70] We present the results of the comparison for summer
2001 at both sites. Figure 9 shows the evolution of modeled/

observed surface bulk salinity (Sup), defined as the salinity
in the uppermost 50 cm of the ice. At both sites, the
simulated meltwater flushing starts on day 151, simulta-
neous with surface melt. Then, at the CS site, the flushing
continues, while it stops between days 154 and 158 at the
EL site were the initial loss of salinity lowers the perme-
ability (e < eT) in the upper layers. Thicker snow at EL
contributes to lowering e by delaying warming. The model

Figure 7. Mass balance and contours of salinity [%] as simulated by the model at both sites in 2001
(simulations CS2001-1 and EL2001-1). The stars refer to observed values of ice and snow thicknesses.
(left) Whole ice growth/melt season. (right) Plots restricted to the summer season. The dotted curves on
the Figure 7 (bottom) represent the results of the EL2001-6 simulation (including improved
representation of snow physics).

Table 4. Differences Between Simulated and Observed Ice Thickness (hi), Snow Depth (hs), Bulk Salinity, and Average Temperature of

the Uppermost 50 cm of ice (Sup, Tup) at CS and EL, Summer 2001a

Run Description

hi, cm hs, cm Sup, % Tup, �C

Ice Surface Melt OnsetE CC E CC E CC E CC

CS2001-1 Control run 0.2 ± 0.4 0.98 0.2 ± 0.5 0.99 0.01 ± 0.40 0.91 �0.53 ± 0.67 0.94 4 Jun
EL2001-1 Control run �9.4 ± 11 0.83 �7.6 ± 8.0 0.62 0.57 ± 0.59 0.87 �0.77 ± 0.70 0.93 7 Jun
EL2001-2 Increased snowfall (1) �5.8 ± 7.4 0.86 �6.3 ± 6.5 0.75 0.69 ± 0.73 0.78 �1.33 ± 0.66 0.86 12 Jun
EL2001-3 Increased ks and rs (2) �7.1 ± 9.3 0.85 �6.2 ± 6.8 0.74 0.34 ± 0.80 0.85 �1.11 ± 0.64 0.89 11 Jun
EL2001-4 SW penetration in snow (3) �4.1 ± 7.2 0.86 �4.5 ± 5.7 0.83 0.85 ± 0.86 0.74 �1.63 ± 0.75 0.81 13 Jun
EL2001-5 Meltwater refreezing (4) �8.0 ± 10 0.84 �6.8 ± 7.0 0.71 0.04 ± 0.73 0.91 �0.72 ± 0.43 0.96 10 Jun
EL2001-6 (2) + (3) + (4) �2.7 ± 5.8 0.87 �1.7 ± 3.6 0.94 0.68 ± 0.68 0.80 �1.15 ± 0.43 0.93 14 Jun

aThe comparison is done for the period between 31 May and 19 June (days 151–170). The date of onset of ice surface melt is also indicated. The
experiments EL2001-2 to EL2001-6 are sensitivity experiments to the representation of snow physics in the model (further described in section 4.4.). The
average error between model and observations (E), the standard deviation of error during the melt period, and the correlation coefficient (CC) are shown.
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surface desalination rate at CS (EL) (i.e., computed in the
uppermost 50 cm of ice), is equal to �0.27 (�0.23) % d�1,
which is higher than the bulk (i.e., computed over the total
thickness of the ice cover) desalination rate, equal to 0.12
(0.08) % d�1. As can be seen in Table 4 the model-data
agreement is very good at both sites (error smaller than 1%
and correlations higher than 0.9). At EL, Sup is on average
overestimated by 0.57%, which is of the same order of
magnitude as the observation error.
[71] Figures 10 and 11 display the simulated and ob-

served temporal evolutions of the salinity, temperature and
brine volume vertical profiles in summer at CS and EL. The
overall agreement of the modeled salinity profile with
observations is very good. At the CS site, the individual
modeled and observed salinities agree within the range of
errors, except on day 153. The initial surface salinity
decrease is not strong enough in the model. At the EL site,
the first modeled profile, typical of the end of winter
situation, significantly differs from observations (error of
interior salinity is up to 2%). During the melt period, the
shape of the salinity profile is well captured, but, for days
156, 161, 162 and 164, the individual ice salinities are
overestimated by up to 1.2%. On day 169, the observed and
simulated salinity profiles agree within the range of obser-
vations. The maximal error occurs just after the onset of
flushing, which points toward the importance of the early
desalination.
[72] The model-data agreement for temperatures corrob-

orates the salinity pattern. At CS, the ice temperature profile
is slightly too cold but agrees well with observations (errors
less than 0.7�C). Again, the maximal error occurs on day
153, with significant underestimation of the temperature by
the model (by up to 3�C). Similarly, at the EL site, the ice
temperatures are underestimated by the model at the begin-

ning of the melt period, and then agree with observations
within 0.5�C.
[73] The agreement between observed and model brine

volume vertical profiles is not as good as what we had for
salinity and temperature. Differentiating (4), we get

De ¼ � m
T
DSþ m

S

T2
DT ; ð11Þ

where T is a temperature in �C. Equation (11) indicates that
the error in brine volume is dominated by temperatures
close to the seawater freezing point. The overall under-
estimation in brine volume at both sites indicate that DT
dominates the error in brine volume at both sites. Never-
theless, the model captures well the time when the ice first
reaches the permeability threshold (e > eT).
[74] In summary, when the snow cover is thin and

disappears quickly (CS2001), the model manages to simu-
late the ice mass balance, salinity and temperature profiles.
If the snow cover is thick and melts slowly, then the model
fails to reproduce the snow and ice mass balance but still
does a reasonable job in simulating the salinity and tem-
perature profiles. The upper ice layers temperatures are
consistently underestimated at the onset of the melt period.

4.4. Sensitivity of Summer Halothermodynamics
to the Representation of the Snow in the Model

[75] In this section, we study the sensitivity of the
simulation to snow physics at EL in summer 2001. We
investigate whether it is possible to improve the model

Figure 8. Comparison between model and observed
normalized average winter salinity profiles, CS2000.
Average over 10 observed profiles, taken between
5 February and 31 May (crosses), and one standard
deviation range (dotted lines) are shown. Average simulated
profiles (mean taken over the same days) are also presented
for different values of d, which controls the intensity of
gravity drainage: Cox and Weeks [1988] value dlab (solid
line) and dmod (dashed line).

Figure 9. Observed (crosses) and simulated (lines) surface
bulk salinities Sup (i.e., restricted to the upper 50 cm of ice)
in summer 2001 at (top) CS (simulation CS2001-1) and
(bottom) EL. On Figure 9 (bottom), the results of
simulations EL2001-1 (solid line) and EL2001-6 (dashed
line) are shown.
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summer snow mass balance while maintaining or improving
the desalination process. We perform five sensitivity experi-
ments (EL2001-2, -3, -4, -5, -6) presented in Table 4.
[76] In EL2001-2, an extra 2 cm d�1 of snowfall is added

for days 155–165, and the results change very little. The
absolute value of the average error in snow depth is only
reduced by 1.3 cm (from 7.6 cm). Therefore the omission of
solid precipitation during the melt period is unlikely to be
responsible for the model-data discrepancy.
[77] For EL2001-3, several studies [e.g., Sturm et al.,

2002; Huwald et al., 2005b] indicate that the deepest snow
layers tend to be denser and therefore more conductive, due
to snow compaction and refreezing. These layers persist in
summer after a few days of melt. In EL2001-3, we use rs =
400 kg m�3 and ks = 0.40 W m�1 K�1 to take this effect
into account. In order to maintain the same bottom ice
growth as in the control run, we only modify the snow
thermal conductivity and density when snow melts.
[78] In EL2001-4, snow transmits radiation, as suggested

by Grenfell and Maykut [1977]. In EL2001-4, we solve

Beer’s law in the snow. As Grenfell and Maykut suggest, we
use io = 0.15 and use an extinction coefficient ks = 15 m�1

in the snow.
[79] In EL2001-5, meltwater percolates and refreezes,

leading to superimposed ice formation. Superimposed ice
formation is much more likely when the snow layer is thick
(H. Eicken, personal communication). Superimposed ice
was present at the EL site, at the snow-ice interface from
5 to 11 June (days 156–161), but it was not observed at CS
at the same period. In our model, when the snow melts, the
resulting meltwater is immediately sent to the ocean, instead
of being trapped in the snow or at the ice surface. We thus
lose meltwater, which might otherwise refreeze in the snow
or at the ice surface and form superimposed ice. Conse-
quently, it may increase the snow density and the required
energy to melt the snow. In addition, refreezing meltwater
increases heat transport to the ice. In the EL2001-5 simu-
lation, when snow starts to melt, we assume half of the
meltwater refreezes at the ice surface, as suggested by
superimposed ice fractions derived from d180 values in the

Figure 10. Observed (stars) and simulated (lines) vertical temperature [�C], salinity [%], and brine
volume [%] profiles at CS during the early melt period of 2001 (simulation CS2001-1). Vertical axis
refers to depth in the ice [m]. The numbers at the top of the individual plots indicate the number of the
day in the year. Brine volume is computed from equation (4).
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uppermost ice layers by Eicken et al. [2004] and direct
observations of Nicolaus et al. [2003]. Effectively the rate
of snow loss is reduced and instead the uppermost ice layers
are warmed by an equivalent amount of heat. This amount
of energy per unit of area Qrf, representing the thermal role
of refreezing on the snow-ice interface heat balance, is
given by

Qrf ¼ 0:5rsL0Dh<0
s ; ð12Þ

L0 = 334 kJ kg�1 is the massive latent heat of pure ice.Dhs
<0

is the daily decrease in snowmelt.
[80] In the EL2001-6 simulation, we combine the three

additional snow physical features used in the simulations
EL2001-3, -4, and -5. Taken separately, the extra snow
features reduce snowmelt, maintain the snow cover during a
longer period, reducing errors. Improving the snow depth
simulation consistently results in better ice thickness, since
ice does not melt instead of snow. Including the penetration
of radiation through the snow (EL2001-3) induces the most
remarkable reduction in the error in snow depth (3.1 cm).

The effects of combined extra snow features add up
(EL2001-6) and lead to an overall reduction in snow depth
error by 5.9 cm, leading to a much smaller average error
(1.7 cm). In Figure 7, the temporal evolution of snow depth
in EL2001-6 can be compared to EL2001-1.
[81] The impact of the extra snow features on temperature

and salinity profiles is not always positive. Compared to the
control run, in EL2001-3 and EL2001-4, the model tem-
perature profile is deteriorated. The heat supply to the upper
ice layers increases, due to larger heat conduction (trans-
mitted radiation) in EL2001-3 (EL2001-4). In these two
simulations though, the increased heat supply is smaller
than the reduced supply of sensible heat due to the deeper
insulating snow cover. This implies colder temperature in
the uppermost ice layers. Increasing the snow thermal
conductivity and density (EL2001-3) does not lead to any
remarkable change in the simulation of the ice desalination.
Adding the penetration of radiation through the snow
(EL2001-4) significantly increases the error in ice salinity.
The significantly deeper snow cover in EL2001-4 induces
much colder temperatures, lower brine volume and fewer
desalination.

Figure 11. Same as Figure 10, but at EL. EL2001-1 (gray solid curves) and EL2001-6 simulations
(black dashed curves) are shown.

C04022 VANCOPPENOLLE ET AL.: FAST ICE DESALINATION

14 of 20

C04022



[82] In EL2001-5, superimposed ice formation slightly
warms the temperature of the upper ice layers. Though
the ice is still too cold in EL2001-5, the simulation of the
salinity profile is much better than in the control run. The
warmer uppermost ice layer is more permeable and there-
fore more prone to desalination.
[83] The combined snow features (EL2001-6) only

slightly deteriorate the temperature and salinity profile, as
can be seen in Figure 11. The overall quality of the simulation
of the salinity and temperature profile is conserved. While
penetration of radiation seems to play a key role in maintain-
ing deeper snow, the thermal effect of meltwater refreezing is
of primary importance for temperature and salinity. It pro-
vides an efficient means to transfer heat to the uppermost ice
regions and to maintain warm and permeable ice at the
surface. Other source of errors, like the uncertainty in SW
radiation due to errors in cloud cover, may also affect the
upper ice layers temperatures, desalination and melt.

4.5. Sensitivity of Summer Desalination to Meltwater
Flushing Parameters (i0, f, eT)
[84] In order to get a better physical understanding of the

summer sea ice desalination, we assess in this section the
model sensitivity to the parameters i0, f and eT. Details
about the experiments (run in the CS2001 conditions) are
shown in Table 5. Results are shown in Figure 12.
[85] According to equation (10), the desalination rate by

flushing depends on Q, on e(z) and on ds/dz. Depending on
the minimum brine volume emin, flushing occurs or not. Q is
the same throughout all ice layers and is proportional to f
and the surface melt rate. For a given Q, ice layers with
larger brine volume desalinate more slowly. ds/dz is con-
ditioned by the temperature profile, according to
equation (2). Depending on the shape of the temperature
profile, ds/dz can be positive or negative, which in turn
modulates the sign of dS/dt.
[86] Solar radiation penetrating inside the ice warms the

inner ice layers, instead of contributing to the surface energy
budget and surface melt. A higher i0 therefore induces less
surface melt, smaller Q but warmer upper ice layers.
[87] In the CS2001-2 simulation (i0 = 0), the surface melt

and desalination are initially very intense (see Figure 12, a1).
After 5 days of melt, the uppermost ice layers have a
relatively low salinity and are relatively cold, such that
e < eT (see Figure 12, a2). In other words, an
impervious cold surface layer has formed. The desali-
nation is then discontinuous, alternating between the
melt and the formation of a new surface impervious
layer. After 20 days into the melt period, the salinity is
very low at the surface, but remains high in the bottom
layers. First, the shape of the brine volume profile (see

Figure 12, a5), with low brine volumes at the surface
and high brine volumes at the ice bottom, implies that
the desalination effect is the strongest close to the ice
surface. Second, the absence of penetrating radiation
allows the C-shaped temperature profile to persist lon-
ger (see Figure 12, a3). The brine salinity gradient
therefore remains negative (positive) in the upper (lower) ice
layers (see Figure 12, a4). Therefore the brine salinity
always decreases (increases) in the uppermost (bottommost)
ice layers. Note that this kind of impervious layer also forms
in the EL2001-1 simulation but only during days 154–158
and might be an incentive to the accumulation of meltwater
at the surface and the formation of superimposed ice.
[88] In the CS2001-3 simulation (i0 = 0.5) simulation,

surface melt and Q are smaller. Therefore the desalination is
less intense and lasts longer. Higher salinity and brine
volume can be found close to the surface. There is a period
of 10 days during which the temperature profile is C-shaped.
Therefore the brine salinity gradient is negative (positive) in
the uppermost (bottommost) layers. This period has a
similar length in CS2001-1 and CS2001-3. Since Q is
smaller in CS2001-3, in the uppermost (bottommost) layers
the brine salinity will be higher (lower) than in CS2001-1.
[89] A smaller f reduces Q. Therefore the simulation

CS2001-4 (f = 0.20) has qualitatively the features of the
CS2001-3 simulation described in the previous paragraph.
A larger f induces a larger Q and stronger and quicker
desalination. This results in smaller (larger) ice salinity in
the uppermost (bottommost) ice layers. Compared to the
CS2001-2 (i0 = 0) simulation described earlier, owing to the
penetration of solar radiation, the inner ice layers remain
warm enough and no surface impervious layer is formed.
[90] The permeability threshold eT affects mainly the time

of the onset of flushing (see Figure 12c). With eT 	 5%,
flushing starts when surface melt starts. If eT = 8% (10%),
the flushing starts 5 (10) days after surface melt.

5. Summer Meltwater Budget

[91] According to our model, during the first 21 days of
the melt period (days 151–171), surface meltwater perco-
lates through bare ice at the rate of 0.36–0.56 cm d�1 or
76–117 L m�2 (see Table 6). In other words, on bare ice, on
average 26.4% of the surface meltwater (produced on bare
ice) must flush through the ice to simulate the observed
salinity profiles during the first 21 days of the melt period.
The remainder of the meltwater is either discharged into the
mixed layer through cracks and leads, percolates through
ponded ice, or accumulates in surface and underwater melt
ponds by lateral drainage. By comparison, from observa-
tions, Eicken et al. [2002] deduce that over the summer 12%
of the total meteoric water is retained by bare ice. This tends
to corroborate that much of the vertical percolation occurs
during the early stage of melt.

6. Discussion and Conclusions

6.1. Observations of Early Summer Desalination

[92] We examined two years (2000 and 2001) of early
summer sequences of salinity profile measured from land-
fast ice cores at two sites in Point Barrow, Alaska. We see a
quick desalination, starting at the onset of melt. This
desalination for bare ice causes a transition between the

Table 5. Description of the Sensitivity Experiments to Internal

Parameters i0, f, and eT

Run i0 f eT

CS2001-1 0.30 0.30 5%
CS2001-2 0.00 0.30 5%
CS2001-3 0.50 0.30 5%
CS2001-4 0.30 0.20 5%
CS2001-5 0.30 0.50 5%
CS2001-6 0.30 0.30 8%
CS2001-7 0.30 0.30 10%

C04022 VANCOPPENOLLE ET AL.: FAST ICE DESALINATION

15 of 20

C04022



F
ig
u
re

1
2
.

S
en
si
ti
v
it
y
ex
p
er
im

en
ts

(a
)
to

i 0
:
C
S
2
0
0
1
-2

(d
o
tt
ed

li
n
e)
;
C
S
2
0
0
1
-1

(s
o
li
d
li
n
e)
;
C
S
2
0
0
1
-3

(d
as
h
ed

li
n
e)
.

(b
)
S
en
si
ti
v
it
y
to

f
:
C
S
2
0
0
1
-4

(d
o
tt
ed

li
n
e)
;
C
S
2
0
0
1
-1

(s
o
li
d
li
n
e)
;
C
S
2
0
0
1
-5

(d
as
h
ed

li
n
e)
.
(c
)
S
en
si
ti
v
it
y
to

e T
:
C
S
2
0
0
1
-1

(s
o
li
d
li
n
e)
;
C
S
2
0
0
1
-6

(d
o
tt
ed

li
n
e)
;
C
S
2
0
0
1
-7

(d
as
h
ed

li
n
e)
.
F
o
r
ea
ch

se
n
si
ti
v
it
y
ex
p
er
im

en
t,
th
e
te
m
p
o
ra
l
ev
o
lu
ti
o
n
o
f

su
rf
ac
e
sa
li
n
it
y
(i
.e
.,
b
u
lk

sa
li
n
it
y
o
f
th
e
u
p
p
er
m
o
st

5
0
cm

o
f
ic
e)

an
d
o
f
m
in
im

u
m

b
ri
n
e
v
o
lu
m
e
is

sh
o
w
n
.
T
h
e
v
er
ti
ca
l

p
ro
fi
le
s
o
f
te
m
p
er
at
u
re

(a
v
er
ag
ed

o
v
er

d
ay
s
1
5
0
–
1
7
0
),
o
f
@
s
/@
z
(d
ay

1
7
0
),
o
f
b
ri
n
e
v
o
lu
m
e
(a
v
er
ag
ed

o
v
er

d
ay
s
1
5
0
–
1
7
0
)

an
d
o
f
sa
li
n
it
y
(d
ay

1
7
0
)
ar
e
al
so

p
lo
tt
ed
.

C04022 VANCOPPENOLLE ET AL.: FAST ICE DESALINATION

16 of 20

C04022



C-shaped FY ice salinity profile and the typical MY salinity
profile, characterized by the upper 50 cm of almost fresh
ice. After 12 days (averaged over the CS2000, CS2001, and
EL2001 desalination sequences), the bulk salinity of the
upper 50 cm of ice first drops under 3% and the typical MY
ice profile forms, then remains nearly unchanged through
the end of the investigated period (first 21 days of melt). A
longer desalination sequence of melting FY ice described by
Eicken et al. [2002] shows a further desalination, leading to
practically fresh ice after 20 more days of melt. This further
desalination is prompted by convective overturning of
freshwater coming from the ice bottom into the brine
network.
[93] In ponded ice, the salinity profile tends to a vertically

constant profile with S = 2%. This points to a different
halothermodynamic regime, which is beyond the scope of
the present study.
[94] The observed desalination signal is significantly

larger than observation errors. In addition to systematic
extraction errors (about 10–20% of the initial salinity in
summer), the fact that subsequent ice cores were taken from
different places was certainly not ideal. During early sum-
mer, horizontal variability in salinity at a particular depth
(0.34%) was found to be 2–3 times smaller than in winter.
We attribute it to the fact that the ice desalination occurs
everywhere and therefore homogenizes the profiles. We
suspect summer horizontal variability in ice salinity is larger
than what was directly observed. In particular, snow cover
variability can induce variability in superimposed ice for-
mation, which affects the amount of percolating water. In
addition, other kinds of flooding events may scramble the
pattern. New instruments able to measure the sea ice
salinity, as for example, based on impedance measurements
[see, e.g., Notz et al., 2005], should be very useful at
monitoring the horizontal variability of sea ice salinity.

6.2. Modeling the Winter Sea Ice Salinity Profile

[95] Our prognostic salinity model for Arctic undeformed
bare ice, based on the model of CW88. The simulation of
winter salinity profiles reveals that the original CW88
model has some deficiencies, as already mentioned by
Cox [1990]. As it is proposed, CW88 leads to correct
desalination in the first two weeks of ice growth. After that,
the gravity drainage is too intense and leads to excessively
small salinity close to the ice-ocean interface. The d factor,
describing the impact of the unstable temperature gradient
on the ice desalination, had to be reduced by 65% to give

better bottom salinity. The fact that the CW88 parameteri-
zation of gravity drainage is valid only for early stages of
ice growth is not surprising. The data on which this
parameterization was based [Cox and Weeks, 1975] were
taken from laboratory ice, only up to 20 days old, and
probably are not representative of the overall winter period.
The corrected d value suggested by our study is more
representative of the average winter behavior, but not of
the initial desalination, which is too weak.
[96] In CW88, gravity drainage is empirical. A feature

absent in our simulations is the double C shape that we see
in the observations (see Figure 3a). Notz [2005] gives an
explanation of this feature, based on the concept of a
permeability-associated mush-Rayleigh number that cycles
through subcritical and supercritical regimes, but this is
much more sophisticated than warranted by the parameter-
izations used in our model.
[97] The present data show that in the ice interior, the

salinity is practically constant with a value of about 5%,
which suggests that the winter desalination mechanisms
stop when this value is reached. Cox [1990], suggested to
add seawater suction (the reverse process of brine expul-
sion) to the CW88 model. When the ice is warmed, brine
would be sucked up from the underlying seawater, which
has never been observed. Furthermore, this mechanism is
not well motivated and not supported by observations. Still,
the question of the mechanism beyond gravity drainage
(brine convection, diffusion, capillarity effects in brine
tubes) leading to a stable C-shaped profile is not elucidated.
Further field and model studies are required to answer this
question. Mercier et al. [2005] show that diffusion might
dominate in certain years in the Southern Ocean. A more
physical modeling approach, based on mushy layer theory,
should also help to answer this question [see, e.g., Oertling
and Watts, 2004; Notz, 2005].

6.3. Modeling the Summer Arctic Bare Ice Mass
Balance and Salinity Profile

[98] The external forcing (LW radiation, and oceanic heat
flux) was tuned to provide a reliable simulation of the sea
ice mass balance. In summer, when the snow cover is thin
(at the CS site), the model and observed ice thickness and
snow depth are in close agreement (average error smaller
than 0.5 cm). When snow is deep (at the EL site), the snow
melts 10 days too early and the ice is on average 9.4 cm too
thin. In both cases, the salinity profile is well captured by
the model, but the upper ice interior is slightly too cold
during the first 10 days of the melt period. Even though the
model captures the brine volume vertical profile relatively
well, the relative errors in brine volume are higher than in
salinity and temperature because the error in brine volume,
depending on 1/T2, are maximal close to the freezing point.
Direct observations of brine volume would help to further
investigate this problem.
[99] Our model includes an original parameterization of

summer flushing. Flushing is defined as the vertical com-
ponent of the translation/diffusion movement of the brine
salinity structure in the brine network, triggered by an
interconnected brine network and the availability of fresh-
water at the surface. Because the hydraulic flow depends
mostly on ice permeability rather than meltwater produc-

Table 6. Simulated Total Mass of Surface Meltwater Percolating

Through the Ice (Total Flow and Specific Contributions From

Snow and Ice) in Early Summer 2001 (1–20 June) and Daily

Average Percolating Fluxa

Snow/Ice,
kg m�2

Snow,
kg m�2

Ice,
kg m�2

Average Percolating
Flux

Chukchi Sea 116.9 10.8 106.1 5.56 kg m�2d�1

28.8% 27% 29.1% 0.56 cm d�1

Elson Lagoon 76.4 17.8 58.0 3.63 kg m�2d�1

24.0% 17.8% 27.6% 0.36 cm d�1

aThe percentages represent the ratio of total (respectively snow, ice)
percolating meltwater flow to the total (respectively snow/ice) meltwater
mass formed at the surface. Simulations CS2001-1 and EL2001-4 are used.
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tion, we suggest that flushing can be considered instanta-
neous compared to one-day time step.
[100] The simulated summer bare ice desalination is in

agreement with observations, when the fraction f of avail-
able meltwater percolating into the brine network was set to
30%. This tuning parameter partitions the available melt-
water between lateral and vertical percolation. Its value is
probably dependent on the time step. We imagine, for
example, that if the diurnal cycle is resolved, the ice could
be permeable at noon and impervious at night. The value
used here represents the daily average amount of meltwater
used in vertical desalination.
[101] A significant part of errors in the model mass

balance, temperature and salinity at EL is also due to the
errors in the forcing (in particular the ocean heat flux). On
the other hand, the rough representation of the snow cover
in the model is also of primary importance. The sensitivity
experiments in section 4.4 suggest that a better representa-
tion of snow physics and of the fate of surface meltwater in
the model would improve not only the simulation of the
snow cover but also the simulation of ice mass, heat and salt
balance. Penetration of radiation through the snow, snow
compaction and subsequent increase in snow thermal con-
ductivity, as well as superimposed ice formation, slow the
melt of snow and increase the heat transfer to the ice
interior. Penetrating radiation has the largest impact on
snow depth. Refreezing of surface meltwater is important
to maintain the uppermost ice warm under a thick, insulat-
ing snow cover. The simulations show at EL that a sufficient
amount of heat transferred through the snow is compulsory
to open the brine network in the upper ice layers.

6.4. Flushing and Superimposed Ice Formation

[102] In our simulations the first flushing event occurs at
the same time as the onset of surface melt. At the CS site,
the brine network is always open and flushing is continu-
ous. At the EL site, helped by the initial decrease in S and
insulated from the surface by a thick snow cover, the upper
brine network closes for a few days, leaving no way to
meltwater and favoring superimposed ice formation. These
differences suggest a series of desalination regimes that
depend on snow depth as follows:
[103] 1. A very thick snow cover is present, and there is

no surface melt. No percolation of meltwater occurs, the
profile remains C-shaped. Such profiles were among sec-
ond-year ice profiles observed in the Weddell Sea by Eicken
[1998].
[104] 2. A thick snow cover is present, melting at the

surface. The upper ice layers are efficiently insulated and
thus cold enough at the snowmelt onset so that they are
impervious to the incoming meltwater percolating through
the snow. In contact to the impervious, relatively cold
surface, the percolating meltwater has the potential to form
a fresh layer of superimposed ice. This leads to a profile
with a ‘‘7’’ shape (i.e., fresh at the surface and with more or
less constant salinity inside the ice). Profiles from the
Weddell Sea taken in summer by Haas et al. [2001]
correspond to this description. This is a reason why more
superimposed ice is found under thick snow layers [see, e. g.,
Eicken et al., 2004]. The thick superimposed ice layers
observed in the Baltic Sea [see, e.g., Granskog et al.,

2006] may also be explained because the ice is almost fresh
there and therefore impervious to meltwater percolation.
[105] 3. A thick snow cover is present, melting at the

surface, but the upper sea ice layers are permeable at the
melt onset. Initially, meltwater percolates and creates a
profile with a more or less linear shape at the surface. Since
the upper ice layers are well insulated from the surface by
the thick snow cover, they are relatively cold and the
desalination may render the upper ice layers impervious.
Superimposed ice formation may then start for a few days,
until the ice layers are warm enough again to be permeable.
This is the situation found at CS2000 and EL2001.
[106] 4. A thin snow cover is present, melting at the

surface. The upper sea ice layers are permeable at the melt
onset. Flushing is continuous in these situations. Meltwater
percolates but does not form superimposed ice. This is the
situation found at CS2001.

6.5. Meltwater Balance

[107] The modeled desalination is compatible with melt-
water storage in the ice data of Eicken et al. [2002]. Our
model suggests that 24.5% of the basin-scale meltwater is
stored in bare ice in the early stages of summer (20 days),
while Eicken et al found a value for the whole summer of
12%. The discrepancy between the two values might signify
that the vertical seepage of meltwater in the ice decreases
after the early stage of melt because bare ice becomes much
more permeable as it desalinates. Another explanation is
that some of the bare ice melts and releases its meltwater
content to the mixed layer. Thus the freshwater flow coming
from the bare ice surface melt is excessive to desalinate the
ice.

6.6. Perspectives

[108] The present study underlines that further field cam-
paigns with a large focus, joining several aspects of the ice
cover physics (e.g., snow and ice mass balance, freshwater
pathways, ice temperature, salinity and brine volume) are a
powerful tool to constrain thermodynamic sea ice models.
[109] In a parallel study [Vancoppenolle et al., 2006], we

show that the halothermodynamic model presented here is
able to simulate MY ice salinity profile and reaches a quasi-
equilibrium after 10 years of simulation (i.e., the present
model does not drift). Therefore it should be able to
simulate the features of the Arctic bare ice salinity profile
in climate models, where particular care should be taken to
ensure heat and salt conservation.
[110] Nevertheless, the present model is only a step

toward a better representation of the thermodynamics of
the polar snow-ice cover. Future model development should
focus on the physics of the snow cover, the meltwater
pathways and storage and the gravity drainage of brine.
Another extension of the model could be to include a melt
pond scheme, such as from Taylor and Feltham [2004].
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