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Abstract An intercomparison of eight EMICs (Earth
system Models of Intermediate Complexity) is carried
out to investigate the variation and scatter in the

results of simulating (1) the climate characteristics at
the prescribed 280 ppm atmosphere CO2 concentration,
and (2) the equilibrium and transient responses to CO2

doubling in the atmosphere. The results of the first part
of this intercomparison suggest that EMICs are in
reasonable agreement with the present-day observa-
tional data. The dispersion of the EMIC results by and
large falls within the range of results of General Cir-
culation Models (GCMs), which took part in the
Atmospheric Model Intercomparison Project (AMIP)
and Coupled Model Intercomparison Project, phase 1
(CMIP1). Probable reasons for the observed discrep-
ancies among the EMIC simulations of climate char-
acteristics are analysed. A scenario with gradual
increase in CO2 concentration in the atmosphere (1%
per year compounded) during the first 70 years fol-
lowed by a stabilisation at the 560 ppm level during a
period longer than 1,500 years is chosen for the second
part of this intercomparison. It appears that the EMIC
results for the equilibrium and transient responses to
CO2 doubling are within the range of the correspond-
ing results of GCMs, which participated in the atmo-
sphere-slab ocean model intercomparison project and
Coupled Model Intercomparison Project, phase 2
(CMIP2). In particular EMICs show similar tempera-
ture and precipitation changes with comparable mag-
nitudes and scatter across the models as found in the
GCMs. The largest scatter in the simulated response of
precipitation to CO2 change occurs in the subtropics.
Significant differences also appear in the magnitude of
sea ice cover reduction. Each of the EMICs partici-
pating in the intercomparison exhibits a reduction of
the strength of the thermohaline circulation in the
North Atlantic under CO2 doubling, with the maxi-
mum decrease occurring between 100 and 300 years
after the beginning of the transient experiment. After
this transient reduction, whose minimum notably varies
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from model to model, the strength of the thermohaline
circulation increases again in each model, slowly rising
back to a new equilibrium.

1 Introduction

Current studies in the field of climate modelling are
carried out using tools of different complexity, from the
simplest conceptual models up to the highly sophisticated
3-D General Circulation Models (GCMs). Earth system
Models of Intermediate Complexity (EMICs, Claussen
et al. 2002) are a category of climate models, which oc-
cupy an intermediate position in the spectrum of climate
system models with respect to the degree of complexity in
the description of climatic processes and not infrequently
include more climatic variables than coupled GCMs. A
specific feature of EMICs, which differentiates them from
other categories of climate models, is that they comprise,
in an interactive mode, all the basic components of the
global climate system, including the atmosphere, ocean,
cryosphere (with sea ice, continental ice and permafrost
areas accounted for) and land masses (with different soil/
vegetation and land-use patterns), over a very wide range
of temporal scales, from a season to hundred thousand
and even million years. This allows one to explore the
complex behaviour of the Earth’s climate system as an
integrated multi-component system with multi-scale,
nonlinearly coupled processes.

EMICs are now widely employed in the analysis of a
variety of climate mechanisms and feedbacks (Opsteegh
et al. 1998; Rahmstorf and Ganopolski 1999; Goosse
et al. 2001; Wang and Mysak 2002; Eliseev and Mokhov
2003) as well as in the assessment of future climate
projections (Alcamo et al. 1996; Prinn et al. 1999;
Ganopolski et al. 2001; Demchenko et al. 2002; Mokhov
et al. 2002, 2005; Ewen et al. 2004) and in paleoclimate
reconstructions (Stocker et al. 1992; Ganopolski et al.
1998; Weaver et al. 1998; Crucifix et al. 2002; Renssen
et al. 2002; Schmittner et al. 2002). EMICs represent a
compromise between the integral approach to the study
of the Earth’s climate—which means the incorporation
into the models of almost all the climate components
and their interactions—and the fast turn-around time of
integration. This last feature makes EMICs one of the
more promising instruments for exploring the Earth’s
climate evolution on a wide range of temporal and
spatial scales. In this way, EMICs have to be used
alongside with other types of climate models, specifically
modern global coupled ocean-atmosphere GCMs, which
include interactive sea ice. These latter state-of-the-art
climate models provide the most physically based cli-
mate simulations and, unlike EMICs, describe explicitly,
and not in a parameterised form, the intra-seasonal (e.g.
weather) processes. Furthermore, the GCM approach is
the only way to downscale the produced climatic infor-
mation and therefore is one of the reasons for keeping
GCMs more and more detailed.

Historically, the present-day EMICs stem from a
class of the statistical-dynamical climate models (see, e.g.
Saltzman and Vernekar 1971, 1972; Stone 1972; Petuk-
hov and Feygel’son 1973). These latter models explicitly
described long-term atmospheric statistical characteris-
tics, e.g. monthly or longer normals and normal vari-
ances. An excellent review of statistical-dynamical
climate models—which, by the way, were the result of
the modification and generalisation of Budyko-Sellers-
type energy balance models—is given in Saltzman
(1978). The first prototypes for the modern EMICs that
already included—although in a simplified form—all the
basic coupled components of the Earth’s climate system
(except for biosphere) were proposed in Petoukhov
(1980), Chalikov and Verbitsky (1984), Gallée et al.
(1991) and Petoukhov (1991). The models of Petoukhov
(1980) and Chalikov and Verbitsky (1984) involved, in
particular, ice mass balance equations. [Later on, Ver-
bitsky and Chalikov (1986) extended their model by
including the asthenosphere compartment, in order to
treat some of the ultra-long climate processes.] The
Gallée et al. (1991) and Petoukhov (1991) models con-
tained modules of the continental ice sheets, with dif-
ferent degrees of detail as to the ice-sheet processes. In
Oglesby and Saltzman (1990), the above-mentioned
zonally averaged Saltzman and Vernekar (1972) statis-
tical-dynamical climate model has been extended to
accounting for some important oceanic processes, except
for ocean dynamics. Stocker et al. (1992) and Harvey
(1992), however, developed climate models which
incorporated fully coupled zonally averaged dynamical
ocean and atmospheric components.

Unlike in the case of GCMs, there has not yet been
any intercomparison study of EMICs, a process which
could help to substantially upgrade the performance of
these models and raise the degree of confidence of their
results. This paper is the first attempt to fill this gap in
the literature. In Sect. 2, the results are shown of the
intercomparison of eight EMICs (see Tables 1, 2, 3, 4)
on modelling the climate with (pre-industrial) 280 ppm
atmospheric CO2 concentration (hereafter referred to as
the ‘‘Equilibrium 1·CO2’’ run 1). In Sect. 2, EMIC re-
sults are also compared with the relevant present-day
observational data and, wherever possible, with results
obtained from GCMs which took part in the Atmo-
spheric Model Intercomparison Project (AMIP, see
Gates et al. 1999) and the first phase (simulation of the
present-day climate) of the Coupled Model Intercom-
parison Project (CMIP1, see Covey et al. 2000, 2003;
Lambert and Boer 2001). Thirty one atmospheric gen-
eral circulation models (AGCMs), which participated in
the AMIP, simulated the evolution of the climate during
the decade 1979–1988, under the observed monthly
average sea surface temperature and sea ice and a pre-
scribed atmospheric CO2 concentration and solar con-
stant (Gates et al. 1999). In Lambert and Boer (2001),
the climates are intercompared in fifteen coupled atmo-
sphere-ocean-sea ice general circulation models
(AOGCMs) that participated in the CMIP1. Covey et al.
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(2003) reported on the results from the extended set of
18 AOGCMs which took part in the CMIP1.

In Sect. 3 of this paper, the results of modelling the
equilibrium (‘‘Equilibrium 2·CO2’’ run 3, with 560 ppm
atmospheric carbon dioxide concentration) response of
the same eight EMICs to a CO2 doubling in the atmo-
sphere are shown. In Sect. 4, the results of the transient
(‘‘Transient 2·CO2’’ run 2, with 1% per year increasing
atmospheric carbon dioxide concentration) and the
combined ‘‘Transient’’ and ‘‘Equilibrium’’ 2·CO2 runs 2

and 3 in the aforementioned eight EMICs are described.
The EMIC performance is compared with that of the
GCMs that were analysed, basically, in the reviews by
Covey et al. (2000, 2003) and Le Treut and McAvaney
(2000). Covey et al. (2000) display, in particular, equi-
librium globally averaged mean annual surface air
temperature warming due to doubled atmospheric CO2

in seventeen coupled AOGCMs that participated in the
second phase of CMIP (1% per year increasing atmo-
spheric carbon dioxide simulations, CMIP2), while in Le

Table 2 List of EMICs participating in the intercomparison (continued from Table 1)

Model key references Basic module structure Interactive variables Specified variables

CLIMBER-3a
Montoya et al. (2004)

Modified version of
CLIMBER-2, with AM,
ISM, SMM and VLM from
CLIMBER-2, 3-D general
circulation model (MOM-3)
as OM, ISIS (Fichefet and
Morales-Maqueda 1997) as
SIM, and a spatial resolution
higher than in CLIMBER-2

Large-scale long-term T a, q
and Da, 2-type 1-layer C;
Fa

sh, F
a
sz, (Y

a
s)
2; To, S, Do;

H is, nis, T is, Dis; H ic, T ic, Dic;
Ws; 3-type Vf; C

o
c; C

l
c

GHGs (except for CO2); Ae

EcBilt-CLIO
Goosse et al. (2001)

3-D quasi-geostrophic (QG)
general circulation AM; 3-D
general circulation OM;
comprehensive-dynamic
thermodynamic SIM with the
sea-ice rheology allowed for;
3-D polythermal ISM;
bucket-type SMM;
VECODE as VLM

Ta, q, Da; To, S, Do; H is, nis,
T is, Dis; H ic, T ic, Dic; Ws;
3-type Vf; C

o
c; C

l
c

present-day climatological C;
GHGs (except for CO2); no Ae

IAP RAS
Petoukhov et al. (1998),
Mokhov et al. (2002)

2.5-D (/,k, multi-layer in
z coordinate) SD AM, with
7-layer stratospheric sub-module;
nonzonal 4-layer OM; diagnostic
thermodynamic SIM with no sea
ice advection and dynamics;
mass/energy-balance ISM; BATS
(Dickinson et al. 1986) as SMM

Large-scale long-term Ta, q
and Da, 2-type 3-layer C;
Fa

sh, F
a
sz, (Y

a
s)
2; To, Do;

H is, T is, nis; H ic, T ic; Ws

S; Vf; GHGs; Ae

Table 1 List of EMICs participating in the intercomparison (Continued in Tables 2, 3, 4)a

Model key references Basic module structure Interactive variables Specified variables

CLIMBER-2
Petoukhov et al. (2000),
Ganopolski et al. (2001)

2.5-D (/,k, multi-layer in
z coordinate, with
parameterised vertical
structure) statistical-dynamical
(SD) atmospheric module (AM);
2-D (/, z) zonally averaged
3-basin oceanic module (OM);
thermodynamic sea ice module
(SIM) with the bulk advection
and sea ice dynamics;
3-D polythermal ice sheet
module (ISM); 2-layer soil
moisture module (SMM); VECODE
(Brovkin et al. 1997) as the
vegetation/land-cover
module (VLM)

Large-scale long-term
Ta, q and Da, 2-type
1-layer C; Fa

sh, F
a
sz, (Y

a
s)
2;

To, S, Do; H is, nis, T is, Dis;
Hic, T ic, Dic; Ws;
3-type Vf; C

o
c; C

l
c

GHGs (except for CO2); Ae

a In Tables 1, 2, 3, 4, Ta(To, T is, T ic) and Da(Do,Dis,Dic)-atmospheric (oceanic, sea ice, continental ice) temperature and dynamics, q-
atmospheric specific humidity, C-cloudiness, Fa

sh(F
a
sz) and (Ya

s)
2-atmospheric eddy-ensemble horizontal (vertical) fluxes and variances,

S-oceanic salinity, His(Hic)-sea (continental) ice thickness, nis-sea ice concentration (the percentage of area covered by ice), Ws-soil
moisture, Vf-vegetation fraction, Co

c(C
l
c)-oceanic (terrestrial) carbon content, GHGs(Ae)- atmospheric greenhouse gas(aerosol) con-

centrations
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Treut and McAvaney (2000) an intercomparison is car-
ried out to investigate the scatter in the simulated
equilibrium response to a CO2 doubling in 11 AGCMs
coupled to a slab ocean. Covey et al. (2003) summarised
the results from the latest versions of 18 coupled
AOGCMs participating in CMIP2.

Specifically, in this paper the scatter of the EMIC
results when modelling a particular climate variable is
compared with the range of GCM results for the same
variable, which we define as a continuum of values for
this variable enclosed by the minimum and maximum
values produced by a set of GCMs that is used for the
comparison with EMIC results. In some special cases,
the EMIC results exhibited in Sects. 2, 3, and 4 are
compared with individual GCM data presented in the
reports of the Intergovernmental Panels on Climate
Change (IPCC 1990, 1995, 2001).

In Claussen et al. (2002) a table is given (see Table 2
from their cited paper) of the climate system interactive

components implemented into the EMICs under con-
sideration. For a better understanding and interpreta-
tion of the EMIC results displayed below in Sects. 2, 3,
and 4 of this paper, Tables 1, 2, 3, and 4 illustrate some
specific features of the design of the later versions of the
EMICs participating in the intercomparison. From these
tables it should be noted that all EMICs include the
water vapour, surface (in particular, sea ice) albedo and
surface temperature feedbacks—according to Colman
et al. (2001) nomenclature—and contain the soil mois-
ture as an interactive climate component. Not all EMICs
(e.g. CLIMBER-3a, EcBilt-CLIO, IAP RAS, MIT and
UVic) use a zonally averaged ocean model. The
CLIMBER-2, CLIMBER-3a, IAP RAS and MIT
models include interactive cloudiness and contain most
of the cloud feedbacks mentioned in Colman et al.
(2001) (i.e., the cloud amount, height, physical thickness
and convective cloud fraction feedbacks), while CLIM-
BER-2, CLIMBER-3a, EcBilt-CLIO, IAP RAS, MIT

Table 3 List of EMICs participating in the intercomparison (continued from Tables 1, 2)

Model key references Basic module structure Interactive variables Specified variables

MIT
Prinn et al. (1999),
Kamenkovich et al.
(2002)

2-D (/, z) SD AM with
2-D (/, z) atmosphere
chemistry sub-module;
3-D OM; thermodynamic
SIM with no sea ice
advection and dynamics;
simplified energy-balance
ISM; SMM

Ta, q, 2-type multi-layer
C, Da; Fa

sh, F
a
sz, (Y

a
s)
2;

To, S, Do; H is, T is; T ic;
Ws; C

o
c; C

l
c; GHGs; Ae

H ic; Vf

MoBidiC
Crucifix et al. (2002)

2-D (/, z) QG 2-layer AM
with two(Hadley)-cell mean
meridional circulation;
2-D (/, z) zonally averaged
3-basin OM; thermodynamic
SIM with the bulk advection
and sea ice dinamics; 1-D (/)
with plastic assumption in
zonal direction isothermal ISM;
SMM; VECODE as VLM

Da, Ta, q; Fa
sh; T

o, S, Do;
H is, nis, T is, Dis; Hic, T ic, Dic;
Ws; 3-type Vf

1-layer seasonal C;
GHGs; Ae

MPM
Wang and Mysak
(2000, 2002)

1.5-D (/,k) energy-moisture
balance (EMB) AM with
land/ocean boxes; 2-D (/, z)
3-basin OM; thermodynamic
SIM with prescribed advection
(but note, no Arctic ocean in
the model); 1-D (/) with plastic
assumption in zonal direction
isothermal ISM; SMM;
VECODE as VLM

Ta, q, Da; Fa
sh; T

o, S, Do;
His, nis, Tis; Hic, Tic, Dic; Ws

Albedo and absorption
of the atmosphere; Dis;
GHGs; no Ae

Table 4 List of EMICs participating in the intercomparison (continued from Tables 1, 2, 3)

Model key references Basic module structure Interactive variables Specified variables

UVic
Weaver et al. (2001)

Modular structure with
multi-optional description
of the model subcomponents;
2-D (/,k) EMB AM with a
diffision scheme for the
atmosphere heat transport;
3-D OM; highly sophisticated
SIM; 3-D polythermal ISM;
SMM; VLM

Ta, q, atmospheric
surface winds; To, S, Do;
His, nis, T is, Dis;
H ic, T ic, Dic; Ws, Vf; C

o
c; C

l
c

Atmospheric wind data
for the transport of water
vapour; atmosphere/cloud
albedo and absorption;
GHGs (except for CO2);
no Ae
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and MoBidiC capture the lapse rate feedback (see Col-
man et al. 2001). All EMICs participating in the inter-
comparison, except for IAP RAS, comprise an
interactive vegetation/land cover module, in their latest
version.

In the context of the specific features of the EMICs
given in Tables 1, 2, 3, and 4, it should also be
mentioned that the UVic model is highly modular
with numerous options for various subcomponent
models and physical parameterisations. The sea ice
module of UVic incorporates an elastic-viscous-plastic
rheology representation of dynamics and ice/snow
thermodynamics. Two different land surface modules
are implemented in the model: one is a simple bucket
model (Matthews et al. 2003), which is used in this
paper, and another is a simplified one-layer version of
the Hadley Centre MOSES surface scheme. Although
not utilised in the presented runs, the UVic model also
includes, in its latest version, an interactive vegetation
module [the Hadley Centre dynamic global vegetation
module (TRIFFID), see Cox et al. (2000); Cox (2001);
Meissner et al. (2003)], and TEOCARD (TRIFFID
and Ocean Chemisty/Biology model). CLIMBER-3a
employs MOM-3 (GFDL, Princeton) as the oceanic
module, with a free upper boundary condition in the
oceanic dynamical sub-module (Levermann et al.
2005), and ISIS (Ice and Snow Interface model,
Fichefet and Morales-Maqueda 1997) as the sea ice
module.

We note that, for a higher consistency with each other
and GCMs in the setup of the climate simulations, all
the EMICs participating in the intercomparison (except
for MPM) conducted the above-mentioned runs 1 to 3
with a specified (present-day) vegetation/land cover
mask. We note, however, that in the current version of
the MPM, a modified form of VECODE (Brovkin et al.
1997) is used as the vegetation/land cover module. Also,
in all EMICs participating in the intercomparison the
present-day solar constant and land ice mask were
specified in the runs 1 to 3.

In the Conclusions, the basic implications for
the results of the intercomparison are presented. The
strengths and weaknesses of EMICs, with respect to the
description of individual climate variables, mechanisms
and feedbacks, are analysed, as well as the possible lines
of attack on the unsolved problems.

2 ‘‘Equilibrium 1·CO2’’ run 1 with pre-industrial CO2

concentration in the atmosphere

In this section, the intercomparison of the EMIC results
are presented for the variables averaged over the last
10 years of the run that is described in the Introduction
as ‘‘Equilibrium 1·CO2’’ run 1, under constant (pre-
industrial) 280 ppm atmosphere CO2 concentration. The
duration of the run 1 was long enough to reach an
‘‘equilibrium’’, in all the EMICs.

The reason for comparing the results of simulations
of the pre-industrial climate with 280 ppm atmosphere
CO2 concentration in all models is to avoid the uncer-
tainty in the setup of the experiments in different models
that usually occurs in the simulations of the present-day
climate. An example of such a problem occurred in the
CMIP1 project where the prescribed atmosphere CO2

concentration in the control run for the present-day
climate varied from model to model over a wide range in
order to get as close an agreement with a broad set of the
present-day observational data as possible (Gates et al.
1992; Covey et al. 2003). Meanwhile, the scatter in the
results of the above-mentioned control runs in different
CMIP1 GCMs, e.g. for the present-day zonally averaged
surface air temperatures (see Fig. 1a, b), is in some lat-
itudinal belts far beyond the values of the observed
trends of these characteristics from the pre-industrial
times to present.

2.1 Surface air temperature

The curves in Fig. 1a, b show the latitudinal distribution
of the zonally averaged surface air temperature (SAT)
for DJF (panel a) and JJA (panel b) simulated by eight
EMICs. In the same figure, for comparative purposes,
the observational curves merged from the closely pat-
ched data of Jennings (1975), Jones (1988), Schubert
et al. (1992), da Silva et al. (1994), and Fiorino (1997)
are also shown for the present-day climate conditions.
From Fig. 1a, b we note that the results of EMICs are in
a rather good agreement with each other, except for the
polar latitudes in the Northern (NH) and Southern (SH)
Hemisphere, where the results from the total set of the
AMIP (with prescribed sea surface temperature and sea
ice) and CMIP1 (with coupled oceanic, atmospheric and
sea ice modules) GCMs for the present-day climate
conditions also show a marked scatter and deviate
noticeably from the observed values. As seen from
Fig. 1a, b for both seasons and in all the latitudinal
belts, the scatter of EMIC curves, on the whole, is not
larger than the range of GCM results (as defined above
in the Introduction) for the AMIP and CMIP1 GCMs.
We note that the ‘‘present-day’’ CO2 concentrations in
the CMIP1 GCMs varied over a wide range, from 290 to
345 ppm (Gates et al. 1992; Covey et al. 2003). In gen-
eral, the latitudinal distributions of the EMIC simulated
surface air temperatures in the NH for DJF exhibit a
larger scatter than those for JJA. This is basically due to
differences in the modelled annual cycle of sea ice cover
in the presented EMICs, part of which (see Tables 1, 2,
3, 4) include zonal oceanic modules (for details, see
subsection ‘‘Sea ice area’’ in this section).

2.2 Planetary albedo

Figure 1c, d shows the DJF (panel c) and JJA (panel d)
pole-to-pole distribution of the zonally averaged
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planetary albedo in the EMICs, along with the obser-
vational data on this characteristic from Campbell and
Vonder Haar (1980) and Harrison et al. (1990). Essen-
tially at all the latitudes, the results of the EMICs are
within the range of GCM results obtained in the AMIP
GCMs (see Fig. 1c, d); however, the MPM curve is

somewhat ‘‘flat’’ in the middle latitudes of the SH in
JJA, apparently, due to the prescribed symmetric (with
respect to the equator) latitudinal distribution of the
atmospheric albedo, see Table 3 and Wang and Mysak
(2000). Also, the MIT model slightly underestimates the
planetary albedo in the middle and subpolar latitudes of
the NH for the same season, which could be a conse-
quence of somewhat low values of the total cloud
amount and sea ice cover for this season in the model
(see Fig. 4a, b, Table 7 below).

2.3 Outgoing longwave radiation

In Fig. 1e, f, the latitudinal distribution of the zonally
averaged outgoing longwave radiation (OLR) in the
EMICs is shown in comparison with data from Harrison
et al. (1990) and the merged data from Campbell and
Vonder Haar (1980) and Hurrel and Campbell (1992).
Obviously, CLIMBER-2, CLIMBER-3a, EcBilt-CLIO,
MIT and MoBidiC resolve the bimodal structure of
OLR in the tropical region for both the boreal winter
(panel e) and summer (panel d) rather successfully. This
structure is associated with the latitudinal distribution in
the area of the ‘‘effective cloud top’’ temperature of the
tropical cloud system which, to a first approximation,
follows the latitudinal structure of the vertical motions
in the Hadley cells in the NH and SH. [Let us recall that
the climatological mean annual (seasonal) cloudiness is
prescribed in EcBilt-CLIO (MoBidiC), see Tables 2 and
3]. This OLR structure is less pronounced in the IAP
RAS model. It is not seen in UVic and MPM models,
since there is no explicit module of the cloudiness in
these two EMICs (see Tables 3, 4 and the accompanying
text to Fig. 1c, d above). In regard to the overall lati-
tudinal structure of OLR, the EMICs by and large
match the observed data with reasonable accuracy and
fall within the limits of the range of GCM results for the
AMIP climate models (see Fig. 1e, f).

2.4 Precipitation

Being one of the most important climate variables,
precipitation (P) affects—along with the temperature,

Table 7 Present-day NH and SH sea ice cover from the observationally based estimates (Robock 1980; Ropelewski 1989) and sea ice areas
from seven EMICs for the ‘‘Equilibrium 1·CO2’’ run 1 (in 106 km2)

NHI, DJF NHI, JJA NHImax NHImin SHI, DJF SHI, JJA SHImax SHImin

Robock (1980) 13.3 8.8 14.1 7.2 6.9 16.3 19.1 4.3
Ropelewski (1989) 13.4 11.3 15.2 8.0 11.7 15.9 20.7 6.0
CLIMBER-2 12.8 8.5 16.5 4.2 8.1 16.6 18.2 5.1
CLIMBER-3a 12.2 4.3 14.3 1.9 14.6 28.8 30.9 9.2
EcBilt-CLIO 14.2 9.4 15.3 8.6 4.6 15.8 16.4 4.0
MIT 9.6 6.4 9.9 4.6 8.0 13.1 13.7 3.2
MoBidiC 15.0 4.0 15.6 0.3 1.4 10.9 13.9 0.03
MPM 11.3 14.2 16.8 9.4
UVic 14.1 7.5 15.2 3.9 6.0 18.6 21.7 3.0

Table 5 Maximum value of the North Atlantic overturning
streamfunction (MAOSF, in Sv) from five observationally based
estimates, and from seven GCMs for the present-day climate
condition and seven EMICs for the ‘‘Equilibrium 1·CO2’’ run 1

Data/model MAOSF

Schmitz and McCartney (1993) 13
Dickson and Brown (1994) 13
Schmitz (1995) 14
Ganachaud and Wunsch (2000) 15
Talley et al. (2003) 18
GFDL, Manabe and Stouffer (1988) 12
University of Sydney GCM, England (1993) 18
Hamburg LSG GCM, Maier-Reimer et al. (1993) 22
GFDL, Manabe and Stouffer (1999) 16
GFDL LVD, Manabe and Stouffer (1999) 28
CCSR GCM, Oka et al. (2001) 18
CGCM2, Kim et al. (2002) 12
CLIMBER-2 21
CLIMBER-3a 12
EcBilt-CLIO 17
MIT 25
MoBidiC 19
MPM 19
UVic 17

Table 6 North Atlantic annual mean heat flux Fhm (in PW) at the
latitude / hm of its maximum and the freshwater flux Ffw (in Sv) in
the Atlantic Ocean at 30�S in EMICs for the ‘‘Equilibrium 1·CO2’’
run 1

Model Fhm / hm Ffw

CLIMBER-2 1.10 20�N 0.25
CLIMBER-3a 0.80 15�N 0.19
EcBilt-CLIO 0.71 25�N 0.55
IAP RAS - - 0.25
MIT 1.06 16�N 0.63
MoBidiC 0.93 25�N 0.30
MPM 0.96 25�N 0.30
UVic 0.73 22.5�N 0.18
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soil moisture and radiation—the life cycle of the vege-
tation patterns over the land, and—along with the
evaporation and runoff—the freshwater flux to the
oceans. This latter quantity is recognised to be one of
the major influences on the global oceanic thermohaline
circulation. The majority of the EMICs (see Fig. 2a, b)
satisfactorily mimics the general structure of the

observed zonally averaged P from Jäger (1976) and Xie
and Arkin (1997), with the local maxima and minima,
respectively, in the middle latitudes and subtropics of
both hemispheres and the absolute maximum in the
tropics. It is worth noting that there is a pronounced
discrepancy between two sets of observational data at
the middle latitudes of the SH for DJF and JJA. For

Fig. 1 Latitudinal distribution of simulated zonally averaged
surface air temperature (SAT, in �C) (a, b), planetary albedo (A,
as a fraction of unity) (c, d) and outgoing longwave radiation
(OLR, in W/m2) (e, f) in the EMICs for DJF (a, c, e) and JJA (b, d,
f). In a and b the present-day observational data on SAT as merged
from Jennings (1975), Jones (1988), Schubert et al.(1992), da Silva
et al. (1994) and Fiorino (1997) are shown by open circles; the
vertical bars designate the range of GCM results (as defined in the
Introduction section) in the simulations of the present-day SAT in
a full set of GCMs that took part in the AMIP and CMIP1
intercomparison projects analysed in Gates et al. (1999) and
Lambert and Boer (2001), respectively. In c and d, the present-day
observational data on A are displayed from Campbell and Vonder

Haar (1980) (open circles) and Harrison et al. (1990) (crosses); the
vertical bars in c and d label the range of GCM results in the
simulated present-day A for DJF and JJA in the NCAR, GISS,
CCC, GFHI and UKHI climate models which took part in the
AMIP, as displayed in IPCC (1990). In panels e and f, the
observational data on OLR are depicted from Harrison et al.
(1990) (crosses) and the merged data from Campbell and Vonder
Haar (1980) and Hurrel and Campbell (1992) (open circles); the
range of GCM results for OLR in e and f is marked by the vertical
bars as derived from the results for the AMIP models presented in
IPCC (1995) and Gates et al. (1999). [See legend to the figure for
EMIC identification.]
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most latitudes the results of all the EMICs are within the
range of GCM results inherent in the entire set of the
AMIP and CMIP1 models (see Fig. 2a, b), except for
middle latitudes of the NH where the IAP RAS model
gives somewhat low values of P for DJF.

The underestimation of the amount of precipitation
in the IAP RAS model in the middle latitudes of the NH
in winter is attributed to the relatively low value of the
total cloud amount in the model for this season in the
NH (see Fig. 4a, b below). Basically, this is caused by
some overestimation (underestimation) of the intensity
of the descending (ascending) branch of the Hadley
(Ferrel) cell in the NH winter in the IAP RAS model, as
well as by the underestimation of the swing of the sea-
sonal variations of the synoptic activity in the model. In
this context, the principle background problem is the

adequate simulation in the EMICs (e.g. in CLIMBER-2,
CLIMBER-3a, IAP RAS and MIT) of a delicate linkage
among the spatial and seasonal distributions of the
atmosphere angular momentum, heat and moisture
fluxes, large-scale free and forced convection patterns
and the atmosphere temperature and moisture. The
above-mentioned distributions of the atmospheric tem-
perature and moisture regulate, in particular, the static
stability parameter of the atmosphere and the horizontal
and vertical gradients of the (virtual) potential temper-
ature. These two enter the parameterisation formulas for
the synoptic-scale eddy momentum, heat and moisture
fluxes which strongly influence, specifically, the intensity
of the atmospheric mean meridional circulation cells in
the above-mentioned EMICs. In this context, we note
also the second maximum of P in the NH tropics for

Fig. 2 Zonally averaged
precipitation (P, in mm/day)
(a, b), evaporation (E, in mm/
day) (c, d), and precipitation
minus evaporation (P�E, in
mm/day) (e, f) in the EMICs as
a function of latitude for DJF
(a, c, e) and JJA (b, d, f).
In a and b, the observational
data on P are shown from Jäger
(1976) (crosses) and Xie and
Arkin (1997) (open circles); the
vertical bars mark the range of
GCM results as derived from
the entire set of the results of
the AMIP (Gates et al. 1999)
and CMIP1 (Lambert and Boer
2001) intercomparison projects.
In c and d, the empirical data
on E are depicted from Kessler
(1968) (open circles) and NCEP-
NCAR reanalysis given on
http://iridl.ldeo.columbia.edu/
SOURCES/.NOAA/.NCEP-
NCAR/.CDAS-1/.MONTHLY
websites [see also Kalnay et al.
(1996)] (solid circles). In e and f,
the empirical data on P�E are
displayed from Peixoto and
Oort (1983) (open circles). [See
legend to the figure for EMIC
identification.]
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DJF and JJA, and in the SH tropics for JJA in the
MoBidiC model; this could be attributed to a special
scheme of calculation of the ‘‘macroturbulent diffusion’’
coefficient Ke in the parameterisation formulas for the
synoptic-eddy heat and moisture fluxes applied in the
model (see Fig. 3a, b and the accompanying text below).
We note that, unlike all the other presented EMICs, the
EcBilt-CLIO model explicitly resolves the weather pat-
terns (see Table 2) and does not employ, in particular,
the parameterisation schemes for the description of the
synoptic-scale ensemble momentum, heat and moisture
fluxes.

For now, there exist no generally accepted unified
conceptual theories treating the ensembles of the tran-
sient synoptic-scale eddies/waves and the ageostrophic
(e.g. the mean meridional circulation, the monsoon cir-
culation, etc.) patterns of the large-scale long-term
atmospheric motion. This problem is of crucial impor-
tance, specifically in modelling climates somewhat far
from the present-day conditions. With regard to the used
in the majority of EMICs ensemble method for the
description of the synoptic eddies/waves, a nontrivial
problem is the elucidation of the range of accuracy with
which the synoptic eddy/wave ensembles can be repre-
sented in terms of the ‘‘macrodiffusion’’ process. This
latter assumption forms the basis for parameterisations
of the synoptic component in most EMICs. [We note
here that one of the first parameterisations for the syn-
optic eddy/wave transport of heat and momentum in
terms of the climate variables, similar to those used in
most EMICs described in this study, was proposed

in Saltzman and Vernekar (1968, 1971, 1972).] The
encouraging circumstance, however, is that the corre-
sponding formulas, e.g. in the CLIMBER-2, CLIM-
BER-3a, EcBilt-CLIO, IAP RAS, MIT and MoBidiC
models, are not empirical curve fitting formulas but the
intrinsic attributes of the background concepts and
theories which are applied for the description of the
dominant mechanisms of the generation, nonlinear
evolution and decay of the individual synoptic eddies/
waves and their ensemble characteristics. A fast turn-
around time of EMICs provides a possibility to perform
a large number of the test runs replacing different
modules, mechanisms and feedbacks by the alternative
ones (as is done, e.g. in the CLIMBER-3a and the UVic
models), which can help considerably in the study of the
aforementioned fundamental problems.

2.5 Evaporation/transpiration

The intercomparison of the simulations of evaporation
and transpiration (E) by the EMICs could be instructive
for the highlighting of the salient features of the
hydrological cycle in the individual models. Figure 2c, d
portrays the latitudinal distribution of the zonally
averaged E in the EMICs for DJF (panel c) and JJA
(panel d) as compared with the empirical (i.e., indirect,
based on the empirical formulas and/or reanalysis) data.
As seen in the figure, all the EMIC results satisfactorily
fit the empirical data in the middle and high latitudes of
the NH and SH in DJF (panel c).

Fig. 3 Latitudinal distribution
of the vertically and
longitudinally integrated fluxes
of latent heat (in PW) in
CLIMBER-2, CLIMBER-3a,
the MIT model and MoBidiC
by eddies (Fle) (a, b) and due to
the mean meridional circulation
(Flm) (c, d) for DJF (a, c) and
JJA (b, d), compared with the
empirical data on (Fle) and (Flm)
from Oort and Rasmusson
(1971) (open circles) and
Peixoto and Oort (1983)
(crosses). [See legend to the
figure for EMIC identification]
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In the tropics, the spread in the EMIC results on E is
larger for DJF. For example, the MPM curve lies
somewhat below the empirical curves, whereas the IAP
RAS and MIT models overestimate E, respectively, in
the SH and NH. CLIMBER-2 produces somewhat
‘‘flat’’ latitudinal distribution of the evaporation in the
tropics for both seasons.

The low values of the evaporation in the SH tropical
atmosphere in the MPM model are apparently due to
the prescribed constant value of the Dalton number in
the ‘‘bulk’’ formula describing E in the model. Actually,
this number is a function of the surface roughness, as
well as the height and the characteristics of the stability
of the atmospheric surface layer which are convention-
ally expressed in terms of the ‘‘bulk’’ Richardson num-
ber for this layer.

In essence, the Dalton number strongly increases with
the convective conditions which are inherent in the
tropical atmosphere, especially in the vicinity of the so-
called thermal equator, which has a rather pronounced
seasonal cycle in its location that follows, to a first
approximation, the seasonal shift in the ITCZ (Inter-
tropical Convergence Zone) position. In the ‘‘bulk’’
formula for E the above-mentioned increase in the
Dalton number just compensates, to some extent, the
minimum in the surface winds in the vicinity of
the thermal equator, as well as in the tropical atmo-
sphere of the summer hemisphere. In these regions, the
surface winds are relatively weak (approximately half as
large) but the surface temperatures and convective

activity are higher, in comparison, respectively, to those
at the analogous latitudes of the tropical atmosphere in
the winter hemisphere. This results in a quasi-bimodal
shape of the latitudinal distribution of the zonally
averaged E in the tropics (with more pronounced max-
imum in the winter hemisphere). As is seen from Fig. 2c,
d, CLIMBER-2, CLIMBER-3a and IAP RAS generally
capture the above-mentioned quasi-bimodal structure of
the zonally averaged E in the tropics.

2.6 P-E

The zonally averaged precipitation minus evaporation
(P�E) in the EMICs are displayed in Fig. 2e, f, together
with the corresponding empirical data for this quantity.
This figure reveals the problem of modelling the values
of a quantity which is calculated in the majority of
EMICs (except for MoBidiC) as a second-order differ-
ence between the two first-order fields of precipitation
and evaporation. [In MoBidiC, P�E is calculated as the
divergence of the horizontal moisture flux due to the
eddies and the mean meridional circulation.] Neverthe-
less, the EMIC results are in reasonable agreement with
the above-mentioned empirical estimations from Peixoto
and Oort (1983), if one takes into account the discrep-
ancy between the results of GCM simulation of P�E
and their deviation from the relevant observed values
reported in Gates et al. (1999) in relation to the AMIP
GCM simulations of P�E over the ocean for DJF. It is

Fig. 4 Latitudinal distribution
of the zonally averaged total
cloud amount N (as a fraction
of unity) in CLIMBER-2,
CLIMBER-3a, IAP RAS and
MIT (a, b) and the direct
radiative forcing due to CO2 at
the top of the atmosphere (as
defined in the text) in the
CLIMBER-2, CLIMBER-3a,
MIT and MoBidiC models (c,
d) for DJF (a, c) and JJA (b, d).
For the comparison, in a and b
the relevant observational data
on N are displayed from
Berlyand and Strokina (1980)
(open circles), Rossow et al.
(1991) (closed circles), Rossow
and Schiffer (1999) (crosses) and
Stowe et al. (2002) (right panel,
closed squares). The vertical
bars in panels a and b denote
the range of GCM results in the
simulations of N in the AMIP
GCMs as derived from the
results presented in IPCC
(1995) and Gates et al. (1999).
[See legend to the figure for
EMIC identification.]
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worth noting, however, that the scatter of the corre-
sponding curves makes it somewhat problematic to
provide an accurate description of the P�E latitudinal
distribution in both of GCMs and EMICs, which could
be critical for the accurate simulation of the global ocean
thermohaline circulation.

2.7 Latent heat fluxes and cloudiness

Five EMICs participating in the intercomparison study
(CLIMBER-2, CLIMBER-3a, IAP RAS, MIT and
MoBidiC), with the detailed atmospheric modules, pre-
sented their results on modelling (1) the zonally averaged
latent heat fluxes (CLIMBER-2, CLIMBER-3a, MIT
and MoBidiC) as attributed to the synoptic eddies (Fle)
and the atmospheric mean meridional circulation (Flm),
as well as (2) the total cloud amounts N (CLIMBER-2,
CLIMBER-3a, IAP RAS and MIT).

Figure 3a, b shows the latitudinal distribution of Fle

in CLIMBER-2, CLIMBER-3a, MIT and MoBidiC. As
can be seen from Fig. 3a, b, all EMICs simulate the
latitudinal distribution of Fle rather well in the SH for
DJF (panel a) and JJA (panel b). In the NH, the devi-
ation of the EMIC results from the empirical data for
summer is more pronounced, due to the somewhat
overestimated amplitude of the seasonal cycle of Fle.
This could be due to the problem of an adequate
description of the seasonal cycle of Fle in terms of the
coefficient of the ‘‘macroturbulent diffusion’’ for the
water vapour Ke as a function of the static stability
parameter and the horizontal temperature gradient. In
this way, the somewhat high dependence of Fle on the
above-mentioned temperature gradient is seen in each of
the EMICs. Note that in CLIMBER-2 and CLIMBER-
3a a simplified version of the nonstationary advection-
diffusion-type partial differential equations (PDEs)
developed in Petoukhov et al. (1998, 2003) for the syn-
optic second moments is implemented. This simplified
version of the aforementioned PDEs just results in the
diffusion-type formulas for the heat and moisture fluxes
due to the ensembles of the transient atmospheric
eddies/waves, in terms of the coefficients of the
‘‘macroturbulent diffusion’’. In the MoBidiC model, Ke

is assigned from the present-day-climate observational
data on the zonally averaged meridional flux of the
quasi-geostrophic potential vorticity (QGPV) due to
eddies and the meridional gradient of the zonally aver-
aged QGPV, except for the tropics, where Ke is assumed
to be proportional to the fourth power of the present-
day-climate meridional gradient of the zonally averaged
surface air temperature.

Figure 3c, d is analogous to Fig. 3a, b but for the
latitudinal distribution of the vertically and longitudi-
nally integrated northward flux of latent heat Flm due to
the mean meridional circulation. The overall structure of
the flux is captured in the CLIMBER-2, CLIMBER-3a
and MIT models fairly well, although the MIT model
slightly overestimates the maxima of Flm in the tropics

associated with the Hadley cells, while CLIMBER-2 and
CLIMBER-3a somewhat underestimate (overestimate)
this flux in the NH Hadley cell for DJF (JJA), most
likely for the reasons mentioned in the previous para-
graph. Specifically, the contribution from the cumuli
convection to the static stability parameter deserves
further consideration. In MoBidiC, the mean meridional
circulation is represented by the Hadley cells only. These
seem to be too broad in the model, which results in a too
broad meridional structure of Flm.

Figure 4a, b illustrates the performance of the
CLIMBER-2, CLIMBER-3a, IAP RAS and MIT
models in modelling the zonally averaged total cloud
amount N for DJF (panel a) and JJA (panel b) in
comparison with the observationally based data. As seen
in the both panels, there exists a rather large discrepancy
between the sets of the observational data, especially in
the high latitudes of the NH and over Antarctica. On the
other hand, the subtropical minima and the equatorial
and the SH mid-latitude maxima are captured in the
data and the EMIC simulations.

At the same time, the absolute values of N in the
EMICs differ substantially in middle and high latitudes
of the NH for JJA. By and large, the values of N are
higher in CLIMBER-2, CLIMBER-3a and IAP RAS in
the above-mentioned latitudes and season, as compared
with those in the MIT model. Presumably, this is due to
a somewhat low magnitude of the synoptic-scale activity
and the rather faint intensity of the mid- and high-lati-
tude branches of the mean meridional circulation for the
NH summer in the MIT model. The latter may be
caused by the rather low magnitudes (resulting from a
somewhat overestimated swing of the seasonal varia-
tions) of the meridional latent heat fluxes due to the
large-scale eddies and the mean meridional circulation
for the NH summer in the MIT model (see Fig. 3a–d).

As is seen from Fig. 4a, b, the CLIMBER-2 and MIT
models have a negative ‘‘kink-like’’ peculiarity in the
latitudinal distribution of N in the high latitudes of the
SH in the transition zone from the open ocean to the
packed sea ice and the Antarctic ice sheet. This feature is
not seen in the observational curves (except for that
from Stowe et al. (2002)) and deserves further consid-
eration. Also, the MIT model shows the marked broad
positive ‘‘kink-like’’ feature in the latitudinal distribu-
tion of N in the NH for DJF in the transition zone from
the land to the packed polar sea ice via the open ocean.
This is probably due to the somewhat broad ‘‘strip’’ of
the open ocean in the winter Arctic in the model which
could result from the slightly low sensitivity of the sea ice
area in the MIT model to the summer-to-winter change
in thermal regime (see Table 7). We will touch upon this
problem below when discussing the equilibrium and
transient 2·CO2 runs. As a whole, Fig. 4a, b demon-
strates that the quality of the simulation of the zonally
averaged total cloud amount in the EMICs is close to
that of the AMIP GCMs. Nonetheless, the IAP RAS
and MIT results are, at some latitudes, outside the range
of GCM results. In the IAP RAS model, low values of N
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in the polar regions are presumably the result of a too
simplified description of the cryosphere (in particular,
sea ice and Antarctic ice sheet) processes in the model.
We also note, however, the noticeable discrepancy
among the observational data depicted in Fig. 4a, b.

2.8 CO2 direct radiative forcing

Intercomparison of the longwave radiative schemes in
EMICs is illustrated by Fig. 4c, d, where the direct
radiative forcing due to CO2 at the top of the atmo-
sphere (RFC) is shown for CLIMBER-2, CLIMBER-
3a, MIT and MoBidiC for DJF (panel c) and JJA (panel
d).

In this paper, RFC is defined as the difference be-
tween the outgoing longwave radiation in the model
computed at 280 ppm and 560 ppm CO2, with fixed
(corresponding to 280 ppm CO2) values of all the other
model parameters and variables. Generally speaking, the
comparison of the results depicted in Fig. 4c, d can by
no means be regarded as a straightforward way of
comparing of the radiative schemes used in the models.
Nevertheless, it provides some insight into the degree of
consistency between the models. From Fig. 4c, d, we
observe that the RFC is qualitatively similar in each of
the EMICs.

By and large, the discrepancy between the EMIC
curves in Fig. 4c, d is smaller in the high latitudes of the
winter hemisphere where the atmospheric water vapour
content is a minimum and at those latitudes where the
total cloud amount converges in the models (cf. Fig. 4a,
b, where, in particular, the total cloud amount N in
CLIMBER-2, CLIMBER-3a and MIT is depicted). The
above-mentioned discrepancy is the highest in the mid-
dle latitudes of the summer hemisphere and in the tro-
pics. Just in these latitudinal ranges the divergence of N
curves for the CLIMBER-2 (and CLIMBER-3a) and
MIT models is largest (cf. Fig. 4a, b). In MoBidiC, the
seasonal cloud amount of the effective cloud layer is
prescribed based on the Warren et al. (1986, 1988) data
on the total cloud cover and cloud type amounts. Note
that the calculated (in CLIMBER-2 and CLIMBER-3a)
and prescribed (in MoBidiC, from Ohring and Adler
1978) heights of the effective cloud layer are close to
each other but the prescribed N in MoBidiC (not shown
in this paper) is higher than that calculated in CLIM-
BER-2 and CLIMBER-3a, for the subtropics and tro-
pics. Also, the air temperature and specific humidity at
the surface, as well as the vertical distributions of these
two characteristics, are close in all four models. All this
could indicate that the direct radiative forcing of CO2

itself, which would take place in the absence of the dis-
similarities in the temperature, water vapour and cloud
amount distributions in the atmosphere, might be close
in the four EMICs shown in Fig. 4c, d. At the same
time, a nonlinear interplay between the parameters of
the longwave radiative schemes, which depend on CO2

and spatial distributions of temperature, water vapour

and cloudiness, apparently changes from model to
model depending on the physics of the applied radiative
scheme and the above-mentioned spatial distributions.
To a first approximation, the CO2 direct radiative
forcing at the upper boundary of the atmosphere in the
four EMICs under consideration is higher for a larger
total cloud amount in the model, provided that the other
variables entering the longwave radiative schemes are
close to each other. This is in qualitative agreement with
the theory of the radiative transfer in the atmosphere,
for realistic vertical distributions of the atmospheric
temperature, water vapor, cloudiness and CO2 (see, e.g.
Goody 1964). Clearly, the above comments point to the
need for a detailed intercomparison of the EMIC radi-
ative schemes in the future.

It is pertinent to note that the EMIC latitudinal dis-
tribution of the CO2 direct radiative forcing at the top of
the atmosphere as shown in Fig. 4c, d is in concert with
that at the tropopause in the AGCMs presented in
Ramanathan et al. (1979). Also, the range of the above-
mentioned forcing in the EMICs is very close to the
range for the AGCMs (about 1W/m2) reported in Cess
et al. (1993). We would like to emphasise that the higher
CO2 direct radiative forcing in a model does not neces-
sarily invoke a higher response of the model climate
variables (e.g. the global surface air temperature and
precipitation) to the change in the CO2 content. This
response strongly depends on the feedbacks between the
model climate variables and the applied parameterisa-
tions for one or more climate characteristics (e.g.
cloudiness).

2.9 The Atlantic overturning circulation

The Atlantic overturning thermohaline circulation
(AOTHC) is one of the essential features of the global
ocean circulation. The AOTHC is a highly sensitive
component of the climate system and may exhibit more
than one distinct mode of operation. For example, there
exists geological evidence that during some episodes in
the Tertiary, the North Atlantic deep water was formed
at relatively low latitudes rather than in high latitudes,
as in today’s ocean. A proper physical description of the
above thermohaline circulation modes, as well as
determining the mechanisms for the switch from one
mode to another are challenges not only for paleocli-
mate investigators but also for the exploration into the
problem of the current climate stability under different
(e.g. anthropogenic) forcing and future climate projec-
tions. For these reasons, the reproduction of a realistic
spatial structure and intensity of the present AOTHC, as
well as the attributed heat and freshwater fluxes, is one
of the necessary elements of any modern climate model.
Further, the stability of the oceanic modes in a climate
model may drastically depend on the special structural
features of the model which determine the position of
the climate state ‘‘point’’ in a phase diagram (and the
shape of the diagram itself) in the relevant phase space.
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In this paper, we restrict our attention to three impor-
tant characteristics of the AOTHC: the maximum value
of the North Atlantic overturning streamfunction
(MAOSF) below the Ekman layer, the value of the
North Atlantic heat flux at the latitude of its maximum,
and the South Atlantic freshwater flux at 30�S.

Table 5 lists the maximum value of the North
Atlantic overturning streamfunction as derived from
observationally based estimations and from AOGCMs
for the present-day climate conditions, and seven
EMICs for the analysed ‘‘Equilibrium 1·CO2’’ run 1
(the IAP RAS model is missing in Table 5). As is seen
from Table 5, the results of the EMICs fall into the
range of GCM results, and the maximum value of the
North Atlantic overturning streamfunction in the
majority of the models—both GCMs and EMICs—is
higher as compared with the cited observationally based

estimates (except for Talley et al. 2003). In this context,
it is worth mentioning that the relatively low value of the
MAOSF in CLIMBER-3a is basically due to the low
value of vertical diffusivity kod employed (a background
value of only 0.1 cm2 s�1). With the background value
of kod of 0.4 cm2 s�1, the MAOSF equals 15 Sv in the
CLIMBER-3a model (Montoya et al. 2004).

Most of the oceanic heat transport in the North
Atlantic is thought to be associated with the AOTHC. In
view of this, the North Atlantic heat transport is an
important indicator of the role the AOTHC plays in the
ocean energy cycle, in various climate models. More-
over, the North Atlantic heat transport is one of the
characteristics which can itself regulate the intensity of
the AOTHC, which is one of the most important bran-
ches of the world ocean conveyor. The magnitude of the
above-mentioned oceanic characteristics in EMICs, for

Fig. 5 The equilibrium change
of the zonally averaged SAT (in
�C) (a, b), planetary albedo (as
a fraction of unity) (c, d) and
outgoing longwave radiation (in
W/m2) (e, f) in EMICs due to
CO2 doubling, for DJF (a, c, e)
and JJA (b, d, f). The vertical
bars in a, b represent the range
of GCM results for the
equilibrium mean annual
change of zonally averaged
SAT in the GCMs which took
part in the equilibrium CO2

doubling intercomparison
project (Le Treut and
McAvaney 2000). [See legend to
figure for model identification.
IAP RAS missing for OLR
in e, f]
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the present-day conditions, is illustrated by Table 6,
where the mean annual value Fhm of the North Atlantic
heat flux is given at the latitude / hm of its maximum.

[The IAP RAS model is missing in the Fhm and / hm

entries of Table 6.] For all EMICs, Fhm falls into the
0.7 PW to 1.1 PW range, and / hm ranges from 16�N to
25�N, which is within the uncertainty of the range of the
empirical estimates for these two quantities reported in
Hastenrath (1982), Talley (1984), Hsiung (1985), and
Trenberth and Solomon (1994). As is the case with the
MAOSF, the value of Fhm in Table 6 for CLIMBER-3a
corresponds to the background value of the vertical
diffusivity of 0.1 cm2 s�1, and Fhm increases with the
increase in the value of kod in the model (Montoya et al.
2004).

The EMIC results on the simulation of the oceanic
freshwater flux due to the thermohaline circulation in
the South Atlantic differ much more widely, as seen in
the fourth column of Table 6, where the values of the
Atlantic freshwater flux Ffw at 30�S are presented. The
existence of these large differences in Ffw could be of
crucial importance for determining the stability of the
AOTHC in climate models (Rahmstorf 1996). The
uncertainty in the corresponding empirical data on Ffw is
also high [in Baumgartner and Reichel (1975),
Dobrolyubov (1991), Holfort (1994) and Schiller (1995)
Ffw ranges from �0.05 Sv to 0.58 Sv].

All the EMICs presented in this paper cannot
describe El Niño-Southern Oscillation (ENSO) dynam-
ics, mainly because of their low horizontal resolution, as
compared to those models that have an explicit
description of ENSO. Because of its importance, this
latter phenomenon should be parameterised in future

Fig. 7 A scatter plot of the equilibrium changes in the mean annual
global surface air temperature (dTg, x axis, in �C) and precipitation
(dPg, y axis, in mm/day) in the EMICs combined with the
analogous results (crosses) produced by GCMs which took part in
the equilibrium CO2 doubling intercomparison project reported in
Le Treut and McAvaney (2000). [See legend to figure for model
identification; the CLIMBER-2 and CLIMBER-3a results are
shown by closed and open red circles, respectively.]

Fig. 6 The same as in Fig. 5
but for the equilibrium change
of zonally averaged
precipitation (in mm/day) (a, b)
and precipitation minus
evaporation (in mm/day) (c, d)
in the EMICs due to CO2

doubling, for DJF (a,c) and JJA
(b,d). The vertical bars in a, b
show the range of GCM results
in the performed in the
framework of the equilibrium
CO2 doubling intercomparison
project (Le Treut and
McAvaney 2000) simulations of
the change in the mean annual
precipitation. [See legend to
figure for model identification.]
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modifications of EMICs, leaning upon the ideas imple-
mented, e.g. in the Cane-Zebiak (Zebiak and Cane 1987)
model. Also, it is worth noting that the CLIMBER-2,
MoBidiC and MPM models do not resolve the macro-
scale oceanic gyres because of the employment of the
zonally averaged ocean modules (see Tables 1, 3). These
three EMICs could be improved by including a param-
eterisation for the oceanic gyre heat fluxes, like that
proposed in Mann (1998).

2.10 Sea ice area

Modelling a realistic sea ice cover is an important and
difficult problem for coupled climate models because
of the strong sea ice albedo feedback and the com-
plicated sea ice rheology, which influences its devel-
opment and dynamics. Table 7 shows the results of the
simulation of the Northern (NHI) and Southern (SHI)
Hemisphere sea ice areas for DJF and JJA in the
EMICs and also the observationally based data on the
present-day sea ice cover from Robock (1980) and
Ropelewski (1989) (the IAP RAS model is missing in
Table 7; note, there is no Arctic Ocean in the MPM
model, see Table 3). Despite a simplified description of
the sea ice dynamics in the majority of EMICs (except
for the CLIMBER-3a, EcBilt-CLIO and UVic models,
see Tables 2 and 4 and Introduction), the EMIC
results may be thought of as being satisfactory, for most
models. In Table 7, the maximum (NHImax, SHImax)
and minimum (NHImin, SHImin) sea ice areas in the
NH and the SH are also shown for the observationally
based estimates and for the EMICs. In EcBilt-CLIO,
NHImax, SHImax and NHImin, SHImin agree nicely with
the observations, while in CLIMBER-3a NHImin is too
low. The MoBidiC model, underestimates the mini-
mum sea ice areas in both hemispheres, which could
be attributed, in particular, to a quasi-zonal structure
and coarse latitudinal resolution of the 3-basin ocean
module with a zonally averaged atmosphere above.
The MIT model also underestimates sea ice extent,
especially in the NH, which could be a result of a too
simplified geometry of the ocean module. The sea ice
area in the CLIMBER-3a model is overestimated for
the SH. Presumably, this is due to somewhat low
temperatures of the high-latitude Southern Ocean and
a rather sluggish Antarctic Circumpolar Current in the
model.

3 ‘‘Equilibrium’’ response to a doubled pre-industrial
CO2 content

In Sect. 2, the results of the ‘‘Equilibrium 1·CO2’’ run 1
under constant pre-industrial (280 ppm) atmospheric
CO2 concentration in the analysed eight EMICs were
described. In Sects. 3, and 4, the descriptions of the
results are given of modelling the transient and equi-
librium responses of the same eight EMICs to CO2

doubling in the atmosphere. The participating groups
conducted the following runs 2 and 3:

‘‘Transient 2·CO2’’ run 2, with an increase in atmo-
spheric CO2 concentration of 1 per cent per year
compounded, beginning with the ‘‘equilibrium’’ pre-
industrial CO2 state obtained at the end of the described
in Sect. 2 ‘‘Equilibrium 1·CO2’’ run 1, until a doubled
CO2 is reached.

‘‘Equilibrium 2·CO2’’ run 3: Continuation of the run
2 under constant (doubled) atmosphere CO2 concen-
tration until ‘‘equilibrium’’ was reached. (The total
duration of runs 2 and 3 was more than 1,500 years.)

The results obtained at the end of the ‘‘Equilibrium
2·CO2’’ run 3 is our initial interest. We thus are first
focussing on the ‘‘equilibrium’’ response of the Earth’s
climate system in the EMICs to CO2 doubling in the
atmosphere, which is described in this section.

Figure 5a, b shows the ‘‘equilibrium’’ change of the
zonally averaged surface air temperature SAT (denoted
by DT in the text below) in the EMICs due to CO2

doubling, for DJF (panel a) and JJA (panel b), along
with the range of GCM results (as defined above in the
Introduction) which were obtained in the equilibrium
CO2 doubling intercomparison project (Le Treut and
McAvaney 2000). Eleven AOGCMs with a slab ocean as
the oceanic module took part in this latter project.
[From here on the term ‘‘equilibrium’’ change/response
signifies the difference between the values of any climate
characteristics averaged over the last 10 years of the
above-mentioned ‘‘Equilibrium 2·CO2’’ run 3 and
‘‘Equilibrium 1·CO2’’ run 1. We note also that in Le
Treut and McAvaney (2000) the results corresponding
to the mean annual conditions only are shown.] The
majority of the EMICs demonstrate the same qualitative
pattern of temperature change, which is characterised by
a large increase in SAT (presumably associated with
snow/ice surface albedo and cloud and lapserate feed-
backs) at high latitudes of the winter hemisphere and a
relatively smaller change in the tropics and subtropics of
the summer hemisphere. However, the amplitude of the
above-mentioned pattern differs widely from one model
to another. As can be seen from Fig. 5a, b, the disper-
sion of the values of DT in the EMICs and GCMs is of
the same order in the tropics and subtropics of the
Northern Hemisphere (NH) and the Southern Hemi-
sphere (SH). At the same time, in the subpolar and polar
regions, EMICs demonstrate a rather large scatter in the
results (e.g. IAP RAS (MIT) significantly underesti-
mates (overestimates) the increase in SAT in the (60–
70)�S latitudinal belt over the polar Southern Ocean in
JJA, as compared with the results of the other EMICs,
while IAP RAS shows the higher sensitivity of the NH
polar temperatures, both in DJF and JJA).

It is likely that some of these features in the latitu-
dinal distribution of DT correlate with the different
efficiency of cloud and surface albedo feedbacks in the
EMICs. As an example, the above-mentioned ‘‘cold
kink’’ in the (60–70)�S latitudinal range for JJA in the
IAP RAS model is likely due to to an increase in the
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convective cloud amount (not shown in this paper)
caused by the intensification of the convective activity
over the warmer open ocean in the subantarctic SH
latitudes in the model. The above-mentioned increase in
the convective cloud amount and the accompanying
decrease in the downward solar flux at the surface nearly
compensate, in the IAP RAS model, the decrease—due
to warming—in the sea ice/open ocean surface albedo in
the considered latitudinal range. This results in a low
response of SAT (and planetary albedo, see Fig. 5d) to a
CO2 doubling in the model. The above noted ‘‘warm’’
kink in the response of SAT to a CO2 doubling in the
MIT model for JJA in the (60–70)�S latitudinal belt is
likely to be associated with the decrease in the planetary
albedo over the polar Southern Ocean (see Fig. 5d) in
the model. This, in turn, is caused by a rather pro-
nounced decrease in the sea ice concentration (see
Fig. 10f below)—and hence surface albedo—in the polar
Southern Ocean in the MIT model, although the change
in the total cloud amount (not shown in this paper) is
positive in the MIT model, as it is in IAP RAS, for the
same season and latitudinal range. This poses a problem
of comparing the relative strength of the mentioned
climate feedbacks (see the Introduction) in different
EMICs. By and large, in most EMICs the average
change over the DJF and JJA seasons of the zonal SAT
due to CO2 doubling is only weakly asymmetric about
the equator.

Figure 5c, d illustrates the latitudinal structure of the
equilibrium change in zonally averaged planetary albedo
(designated by DA in the text below) in EMICs caused by
CO2 doubling. As can be seen from Fig. 5c, d, all the
models are qualitatively consistent with each other in the
tropical regions of the NH and SH, for both boreal
winter (panel c) and summer (panel d) averages. At the
same time, the dispersion of the EMIC responses to the
change in CO2 content is wide for the middle and high
latitudes of the NH and SH (specifically, in the regions
where snow- and ice-covered areas give way to snow- and
ice-free ones). As in the case for DT, the EMICs reveal
noticeable scatter in the values of DA at some latitudes.
In particular, the MIT model shows the marked latitu-
dinal variations in the change of the planetary albedo
which are apparently closely correlated to the above-
mentioned equilibrium changes in the total cloud amount
N and sea ice area due to CO2 doubling for the corre-
sponding latitudinal ranges and seasons in the model.

Except for the CLIMBER-2, CLIMBER-3a, IAP
RAS and MIT models (in which cloudiness and the
atmospheric mean meridional circulation are not pre-
scribed or implicitly accounted for parameters but are
model variables) and MoBidiC (in this model the sea-
sonal cloudiness is specified and the mean meridional
circulation is one of the modelled climatic fields), the
latitudinal structure of the equilibrium change in the
zonally averaged outgoing longwave radiation (OLR)
due to doubling of CO2 content in the atmosphere is
rather smooth and consistent in the other EMICs (see
Fig. 5e, f), for both DJF (panel e) and JJA (panel f)

seasons. [IAP RAS is missing in Fig. 5e, f.] Generally
speaking, the detailed geographical variation of the
equilibrium change in OLR is more pronounced in
models with the more elaborated scheme of cloudiness
and dynamics or with the explicitly prescribed seasonal
cloudiness and dynamics; the patterns of the equilibrium
change in OLR are far smoother in EMICs with simple
or no module of cloudiness. This conclusion is sup-
ported by the GCM results: e.g. Fig. 7 from Le Treut
and McAvaney (2000) illustrates a highly inhomoge-
neous latitudinal distribution of the equilibrium
response of OLR to CO2 doubling in the HADCM,
BMRC, MPI, NCAR and GISS models, which is similar
to the CLIMBER-2, MIT and MoBidiC dispersion in
the latitudinal distribution of this quantity. In all the
EMICs shown in Fig. 5e, f, the equilibrium change in
OLR is marked by an absolute maximum in the polar
latitudes of the winter hemisphere and has less pro-
nounced variations in the tropics and summer hemi-
sphere. This feature is by and large consistent with the
change in SAT due to the snow/sea ice surface albedo
feedback in the polar regions (cf. Figs. 5a, b, e, f).

Less agreement is found between the results for dif-
ferent EMICs in modelling the equilibrium change of
zonally averaged precipitation (hereafter referred to as
DP) to CO2 doubling (Fig. 6a, b). A majority of the
models produce an increase in zonally averaged precip-
itation in the tropics, subpolar and polar regions, for
both DJF (panel a) and JJA (panel b). However, the
magnitudes and geographical patterns of these increases
vary widely from model to model. The simulation of DP
in the subtropics is less consistent. Figure 6a, b shows
that some EMICs display a decrease in zonally averaged
precipitation in the subtropics, whereas the others
demonstrate an increase in this climate characteristics in
the same regions. A comparison of the uncertainty in
EMIC results with the range of GCM results from the
equilibrium CO2 doubling intercomparison project (see
Fig. 6a, b) indicates that these two uncertainties are of
the same order. Specifically, the problem of the sign of
DP in the subtropics is a challenge for GCMs as well.

Figure 6c, d shows the latitudinal distribution of the
equilibrium change of the difference between the zonally
averaged precipitation and evaporation in EMICs due
to the doubling of the CO2 content in the atmosphere.
As was the case in Fig. 2e, f, this figure reveals the
problem of modelling changes in the values of a quantity
which is calculated in the majority of EMICs (except for
MoBidiC) as a second-order difference between two
first-order fields of precipitation and evaporation. [We
recall that in MoBidiC, P�E is set equal to the diver-
gence of the horizontal moisture flux due to eddies and
the mean meridional circulation]. There is fairly close
agreement between most models only for DJF (panel c)
in the tropics and middle latitudes; in the subpolar and
polar regions for this season, as well as in all the lati-
tudinal belts for JJA (panel d), the divergence of the
results is large, with respect to both the magnitude and
sign of the equilibrium change in P�E.
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In Fig. 7, a scatter plot is displayed of the equilibrium
changes in the mean annual global surface air temper-
ature d Tg (x axis) and precipitation d Pg (y axis) in the
EMICs. As is evident from the picture, the results of the
EMICs by and large fall into the range of GCM results
from the equilibrium CO2 doubling intercomparison
project (Le Treut and McAvaney 2000). In this context,
it is worth noting that the relatively low values of d Tg

and d Pg in the EcBilt-CLIO model presumably resulted
from their run not reaching the equilibration with a
doubled CO2 content in the atmosphere (the duration of
the EcBilt-CLIO ‘‘Equilibrium 2·CO2’’ run 3 was about
1,000 years, see Figs. 9b and 10b below). Furthermore,
as was already noted, the results of the ‘‘equilibrium’’
2·CO2 GCM runs shown in Fig. 7 are obtained in the
model versions with a slab ocean as the oceanic module
(Le Treut and McAvaney 2000), so that the equilibra-
tion time in those models was relatively short. At the
same time, all EMICs participating in the intercompar-
ison include a deep ocean module and most EMICs do
not reach a ‘‘final’’ equilibrium state with a doubled
CO2, even after the 1500 year run (see Figs. 9b, 10b
below). However, a ‘‘final’’ equilibrium state in all
EMICS is only slightly more warm and rainy than that
shown in Fig. 7. But we note that the CLIMBER-3a
model data are on the upper extreme regarding the
precipitation change dPg, for the EMICs and for most of
the GCMs.

4 ‘‘Transient’’ and combined ‘‘Transient’’
and ‘‘Equilibrium’’ 2·CO2 runs.

In this section, the results of the ‘‘Transient 2·CO2’’ run
2 (with an increase in atmosphere CO2 concentration by
1 per cent per year until doubling is reached) are first
presented. Then the combined results are described for
the ‘‘Transient 2·CO2’’ run 2 and ‘‘Equilibrium 2·CO2’’
run 3—the continuation of the run 2 under constant
(doubled) atmosphere CO2 content until ‘‘equilibrium’’.

Figures 8a, b display the change in SAT for the
‘‘Transient 2·CO2’’ run 2 in the EMICs for DJF (panel
a) and JJA (panel b), respectively. The time averaging
over the years 66 through 75 used in these figures is
representative of the so-called transient climate response
to CO2 doubling, under the given scenario of the rate of
the increase in CO2 concentration (1 per cent per year
compounded). It is instructive to compare Figs. 8a, b,
respectively, with Figs. 5a, b. These latter figures illus-
trate the equilibrium change in the same quantity due to
CO2 doubling in the EMICs. The comparison shows
that, by and large, the DJF (JJA) transient response has
more (less) pronounced asymmetry in the latitudinal
distribution, as compared to the equilibrium response.
The same conclusion can be inferred from the compar-
ison of the equilibrium changes in the planetary albedo
and outgoing longwave radiation (depicted, respectively,
in Figs. 5c, d, e, f) with their transient counterparts (the
latter are not displayed in this paper). In this context,
one of the probable reasons for the asymmetry between
the NH and SH mean annual transient responses to an
increase in atmospheric greenhouse gas concentrations is
given in Goosse and Renssen (2001). They show that the
response of the Southern Ocean to an increase in
atmospheric greenhouse gas concentrations simulated
by EcBilt-CLIO can be decomposed into two different
phases. The ocean first dampens the surface warming
because of its large heat capacity and then, one century
after the major increase in greenhouse gases, the
warming is amplified because of a positive feedback that
is associated with a stronger oceanic meridional heat
transport toward the Southern Ocean. Both effects elicit
a much larger long-term decrease in sea ice area in the
Southern Ocean than in the Northern Hemisphere in
EcBilt-CLIO.

The comparison of Figs. 8a, b, respectively, with
Figs. 5a, b reveals that the magnitudes of the transient
responses of SAT to CO2 doubling in the EMICs are on
the whole markedly lower than the equilibrium
responses (note that different scales are used in the y axis

Fig. 8 Latitudinal distribution
of the change, due to
atmosphere CO2 doubling, in
the zonally averaged SAT (in
�C) for DJF (a) and JJA (b) in
the EMICs by the end of the
‘‘Transient 2·CO2’’ run 2. [See
legend to figure for model
identification.]
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in the respective figures). Similar conclusions are valid
for the planetary albedo and outgoing longwave
radiation (as well as for P and P�E quantities).

Figure 9a, b shows the time series of the change in the
mean annual global surface air temperature (GSAT) in
EMICs for the ‘‘Transient 2·CO2’’ run 2 (panel a) and
in the combined ‘‘Transient’’ and ‘‘Equilibrium’’ 2·CO2

runs 2 and 3 (panel b), beginning with the ‘‘equilibrium’’
pre-industrial CO2 state obtained in run 1. As mentioned
in Le Treut and McAvaney (2000), a broad range is still
present in the AOGCM results on modelling the equi-
librium response of GSAT to CO2 doubling in the
atmosphere. As can be seen from Fig. 9a, b, for both
runs 2 and 3, the EcBilt-CLIO model somewhat under-
estimates the response of GSAT to the increase in the
CO2 loading of the atmosphere, as compared to all other
EMICs. The ‘‘equilibrium’’ climate sensitivity, which we
define, for any EMIC, as the difference between the

average over the last 10 years of integration the global
surface air temperatures developed in the model by the
end of the ‘‘Equilibrium’’ 2·CO2 run 3 and by the end of
the ‘‘Equilibrium’’ 1·CO2 run 1, is about 1.75�C in the
EcBilt-CLIO. Presumably, this relatively low ‘‘equilib-
rium’’ climate sensitivity is a consequence of a rather low
sensitivity in the model of the tropical and subtropical
SAT to the atmosphere CO2 content (see Figs. 5a, b, 8a,
b). In general, this feature is inherent in the quasi-geo-
strophic models, which have a somewhat schematic
description of the dynamics and thermodynamics of the
tropical atmosphere. We note, however, that EcBilt-
CLIO does not reach its ‘‘final’’ equilibration with a
doubled CO2 content in the atmosphere by the end of
the 1,000-year ‘‘Equilibrium’’ 2·CO2 run 3 in the model
(see Fig. 9b). The UVic model demonstrates the highest
‘‘equilibrium’’ climate sensitivity (about 3.6�C), among
the presented EMICs. The IAP RAS model reveals a

Fig. 9 The time series of the
change in the mean annual
global SAT (in �C) (a, b) and
maximum value of the North
Atlantic overturning
streamfunction (in Sv) (c, d),
and the time series of the global
sea level rise due to thermal
expansion of sea water (GSLR,
in m) (e, f) in the EMICs for the
‘‘Transient 2·CO2’’ run 2 (a, c,
e) and the combined
‘‘Transient’’ and ‘‘Equilibrium’’
2·CO2 runs 2 and 3 (b, d, f),
beginning with the
‘‘equilibrium’’ pre-industrial
CO2 state obtained in run 1.
The vertical bars in a and closed
circles in b exhibit, respectively,
the scatter in the results of
CMIP2 AOGCMs reported in
Covey et al. (2003) and the
scatter in the results of the
equilibrium 2·CO2 response in
CMIP2 AOGCMs displayed in
Covey et al. (2000). The vertical
bar in e marks the uncertainty
in the low and middle
projections of the GSLR in the
AMIP GCMs reported in IPCC
(1995). The crosses, closed
circles and open circles in e and f
designate, respectively, the
presented in IPCC (2001)
results from the participating in
CMIP2 GFDL, HADCM and
ECHAM AOGCMs, for the
corresponding scenarios of CO2

increase [See legend to figure for
EMIC identification. IAP RAS
is missing in c, d, e, f; MPM
missing for GSLR in e, f, see
Table 3.]
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nearly constant response of GSAT (about 2.1�C) to CO2

doubling in the atmosphere after the first 150 years of
integration. For that reason, the IAP RAS curve is not
shown in Fig. 9b. By and large both the transient and
equilibrium responses of GSAT to the atmosphere CO2

doubling in the EMICs are within the range of GCM
results (as defined above in the Introduction) from the
CMIP2 intercomparison project (see Fig. 9a, b) as de-
rived from the results presented by Covey et al. (2000,
2003).

Figure 9c, d displays the time evolution of the change
in the maximum value of the North Atlantic overturning
streamfunction (MAOSF) for the runs shown in Fig. 9a,
b (IAP RAS is missing in Fig. 9c, d, e, f). As seen from
Fig. 9c, d, the time series of the change in MAOSF for
each EMIC is characterised by a negative ‘‘kink’’ during
approximately the first 500 years of the integration,
although the amount of the ‘‘kink’’ differs noticeably

from model to model. This behaviour is found in
AOGCMs as well. For example, the GFDL AOGCM
response to the same scenario of atmosphere CO2 in-
crease includes changes in the MAOSF which are very
similar to that found in CLIMBER-2, except that in the
GFDL model the magnitude of a ‘‘kink’’ is roughly
twice as large (cf. Fig. 9.25 from IPCC (2001)). It is
interesting to note that, in contrast to all the other
EMICs, the CLIMBER-3a and the UVic models have a
MAOSF at 1,500 year which is larger than the initial
value. Also, the variability of the MAOSF drastically
decreases in CLIMBER-3a after approximately
350 years of integration, probably due to an abrupt
change in the total area of the NH polar convection sites
in the model. These are intriguing issues that deserve to
be examined in more detail in the future.

Figure 9e, f is the same as Fig. 9c, d but for global sea
level rise (GSLR) due to thermal expansion of sea water.

Fig. 10 The same as in Fig. 9
but for the change in the mean
annual global precipitation (in
mm/day) (a, b), and sea ice area
(in 106 km2) in the NH (c, d)
and SH (e, f). The vertical bars
in a indicate the range of GCM
results, as derived from the
presented in Covey et al. (2003)
temporal trends for the same
climate characteristics from the
CMIP2 AOGCMs. [See legend
to figure for model
identification. IAP RAS is
missing in c, d and e, f; MPM
missing for the NH sea ice area
in c, d, see Table 3.]
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As can be seen from Fig. 9e, f, the EMIC results are
close to those of the CMIP2 AOGCMs, although in a
number of cases the EMIC values tend to be lower than
the AOGCM values. It is instructive to comment on the
difference in the simulation of GSLR in CLIMBER-2
and CLIMBER-3a: the CLIMBER-2 curves in both the
left and right panels of Fig. 9e, f lie higher than those for
CLIMBER-3a. This feature is typical of the model re-
sults produced when employing an ocean module with
isopycnal mixing (as is in CLIMBER-3a) versus those
results for an ocean module with horizontal mixing (as
in CLIMBER-2).

Interestingly enough, the global surface air tempera-
ture change and the global sea level rise in most EMICs
by the end of the ‘‘Transient’’ 2·CO2 run 2 come to only
one-third to two-thirds their values in the end of the
‘‘Equilibrium’’ 2·CO2 run 3 (cf. Figs. 9a, b, e, f), which
reveals a crucial role the deep ocean plays in the Earth’s
climate system response to CO2 change in the atmo-
sphere (cf. also Figs. 10a, b).

Figure 10a, b is the same as Fig. 9a, b but for time
series of the change in the mean annual global precipi-
tation. As can be seen from Fig. 10a, b, all the EMICs
(except for the IAP RAS and CLIMBER-3a models) fall
into the range of GCM results from the CMIP2 as can
be derived from the results displayed in Covey et al.
(2003). After the first 150 years of integration, the IAP
RAS model exhibits a nearly constant in time increase in
the mean annual global precipitation (about
2.7 mm day�1) in response to CO2 doubling in the
atmosphere. For that reason, the IAP RAS curve is not
shown in Fig. 10b.

Figure 10c, d, e, f illustrate the time series for the
change in the mean annual sea ice area in the Northern
Hemisphere (NHI) and the Southern Hemisphere (SHI)
in the EMICs for the same ‘‘Transient 2·CO2’’ run 2
(panels c, e) and combined ‘‘Transient’’ and ‘‘Equilib-
rium’’ 2·CO2 runs 2 and 3 (panels d, f). MPM is missing
data for the change in NHI in Fig. 10c, d (see Table 3),
and hence MPM sea ice data are plotted only in
Fig. 10e, f. IAP RAS is missing in Fig. 10c, d, e, f. As
can be seen from Fig. 10c, d, e,f, the dispersion of the
EMIC results in modelling the various sea ice cover
characteristics is rather pronounced, and some specific
features of the time evolution of the SHI in the EMICs
should be clarified (see Fig. 10f). In particular, in the
MoBidiC and MIT models a stepwise structure of the
time evolution of the sea ice area occurs, which could be
a consequence of the implementation in these models of
the zonal averaging formalism and rather coarse
meridional resolution. Such features can manifest
themselves in sudden changes in the ocean mixed layer
depth in what is actually a single grid point, which can
result in the above-mentioned stepwise structure of the
time series of the sea ice area. The CLIMBER-3a model
exhibits a rather high sensitivity of the sea ice area in the
SH to CO2 doubling, which presumably could result
from the overestimation of the SHI in this EMIC (see
Sect. 2).

5 Conclusions

In summary, the performance of EMICs for the equi-
librium 280 ppm CO2 climate shows:

– a general qualitative and, in many cases, quantitative
agreement between the modelled and observed fields
of zonally averaged SAT, planetary albedo, outgoing
longwave radiation, precipitation, and the North
Atlantic overturning thermohaline circulation

– a scatter in the EMIC results that is by and large
within the limits of the uncertainty in the results of the
present-day climate simulations in AMIP AGCMs
and CMIP1 AOGCMs

– a modelled direct radiative forcing due to CO2 dou-
bling at the top of the atmosphere that is consistent
with that in the AGCMs at the tropopause.

At the same time, some gaps are revealed in the
EMIC simulations with regard to the details of the lat-
itudinal structure of individual climatic fields. In par-
ticular, we note a somewhat overestimated magnitude of
the simulated seasonal cycle for the zonally averaged
latent heat fluxes due to the synoptic eddies/waves and
the mean meridional circulation, and a large dispersion
in the modelled magnitudes and positions of peaks and
minima in the latitudinal distribution of zonally aver-
aged P�E. Modelling of the global hydrological cycle
(especially cloudiness), sea ice concentration and oceanic
freshwater flux remains the weak point in EMICs, as
well as in CMIP1 AOGCMs. Adequate parameterisa-
tions have to be developed in the EMICs for the
description of some explicitly unresolved energy-related
structures, e.g. the macro-scale oceanic gyres (in EMICs
with zonal oceanic modules), quasi-stationary planetary-
scale thermal and orographic atmospheric waves (in the
models with the energy-moisture balance-type atmo-
spheric modules) and ENSO.

The performance of the eight EMICs with respect to
the response of the Earth’s climate to an increase in the
atmosphere CO2 concentration reveals:

– a general qualitative agreement (among EMICs) on
the overall latitudinal structure of the equilibrium and
transient responses of SAT to CO2 doubling in the
atmosphere

– a dispersion of the EMIC results in simulating the
equilibrium and transient responses of globally aver-
aged SAT and precipitation to CO2 doubling which is
similar to that in CMIP2 AOGCM results

– a scatter of the EMIC results in the phase space of the
equilibrium changes in the global surface temperature
and precipitation due to CO2 doubling, which falls
into the range of AGCM (coupled to a slab ocean)
results

– a qualitatively close agreement of the EMIC results
with those of the CMIP2 AOGCMs in the temporal
evolution of the maximum Atlantic overturning
streamfunction due to CO2 doubling
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– a qualitatively and quantitatively close agreement of
the EMIC results with those of the CMIP2 AOGCMs
in the character of the time evolution of the global sea
level rise due to CO2 increase, with higher values of
this characteristics in the EMICs with horizontal
mixing and lower values in the models with isopycnal
mixing in the ocean module

We thus conclude that EMICs could be successfully
employed as a useful and highly efficient, in terms of the
running time, tool for the assessment of the long-term
surface air temperature, precipitation and sea level
changes, under a variety of future and past climate
scenarios, as well as for testing and validating different
concepts and parameterisation schemes for the individ-
ual climate mechanisms and feedbacks.

However, a noticeable dispersion is detected in EMIC
results as to the latitudinal response to transient and
equilibrium CO2 doubling of some important climate
characteristics, e.g. the zonally averaged planetary
albedo, outgoing longwave radiation, and P�E. A
pronounced quantitative discrepancy is revealed in
simulating the CO2-driven changes in the maximum
Atlantic overtuning streamfunction and the sea ice areas
in the NH and SH. This indicates that the sensitivity of
the specific climate processes (e.g. the global hydrologi-
cal cycle) and feedbacks (e.g. cloud and snow/sea ice
surface albedo feedbacks), as well as of their relative
strength, to the external (e.g. anthropogenic) forcing
might differ widely in EMICs. This necessitates further
intercomparison of EMICs, in particular, with respect to
the efficiency of climate feedbacks operating in these
climate models. A serious problem for the majority of
EMICs remains the lack of adequate simulation of
interannual and interdecadal climate variability. In this
context, the implementation of the nonstationary partial
differential equations for treating the atmosphere
synoptic-scale eddy/wave ensemble fluxes and variances
is of specific interest.
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